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When Does it Make Sense to Use 
Zero Intercept?
• When you are sure that 

the intercept is zero.

• Example: Hooke’s Law
• The spring extends more 

for heavier weights

• Doesn’t extend at all for 
weight zero

• Δ𝑋 = 𝛽1𝑤

• 𝑤=0 must mean Δ𝑋=0



Qualitative Variables: A convenient way to 
estimate the mean

• If you want to compute the means for different 
groups, it’s convenient to use zero intercept

Would have to add the value of the intercept to the coefficients to 
get the sample means if the intercept weren’t 0



ANOVA when the intercept is 0
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F-test
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Null Hypothesis: 𝜇1 = 𝜇2 = ⋯ = 0

F-statistic: 
𝑀𝑆𝑅

𝑀𝑆𝐸

𝑀𝑆𝑅 = 𝑆𝑆𝑅/𝑑𝑓𝑆𝑆𝑅 is potentially huge

Null Hypothesis: 𝜇1 = 𝜇2 = ⋯ = 0

F-statistic: 
𝑀𝑆𝑅

𝑀𝑆𝐸



A Fix

• Suppose we ran ANOVA fixing the intercept at 0

• What we want is to test the hypothesis that
Null Hypothesis: 𝜇1 = 𝜇2 = ⋯ = ത𝑦

• Compute the right SSR by hand!

• (in R)


