Association Rules (§14.2)

v vyyVvyy

assume each X; takes values in a set S;

let s; C S; be a subset of these values

example: age classes (0-14, 15-24, ...)

example: employment status (working full-time, working
part-time, seeking work, ...)

Goal: find s1, Sz, . . . Sp so that

Pr(Xj€ s, j=1,...,p) = Pr{nf_{(X; € 5)}

relatively large

Note if s; = S; then Pr(X; € s;) = 1, i.e. X; “does not
appear”

Simplification: s; either S; or a single value (called vy; on
p.440)

Then want to find subsets 7 C {1,...,p} and values
Voj,J € J so that Pr(NsS; = vy;) is large
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Association Rules (§14.2)

» Special case: each X; = 0,1 (binary features) then vp; = 1
and Njes(Xj=1) = [[jcs Xj =1

» If X; takes a finite number of values, v, ... Vin;» Say, then
create n; dummy variables Zj, Zp, . .. ,Zj,,l. that are binary

» Renumber these to Z, ..., Zk; goal is now to find a subset
K c {1,...K} to give a large value of

r([[Z=1)
kek

» This is estimated by

NZHZ,k—PrHZk—1 = )

i=1 ke

» Implementation: Find all sets C; so that T(K;) > t: this
reduces the number of possible item sets.
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Association Rules (§14.2)

» K is an item set and

is the prevalence of the item set K.

» §14.2.2 describes the APriori algorithm

» The item sets K, are described by a set of association
rules A= B

» example {peanut butter, jelly} = {bread}

» and summarized by estimates of

T(A=B) Pr(AnB)  ‘“support”
C(A=B) Pr(B|A)  “confidence”
Pr(ANB)
Pr(A)Pr(B)
» See §14.2.3 for an example (that gave 6288 rules!)

“Uift”
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LAssociation Rules (§14.2)

T(A=B)  P(ANB)
cla=6) P(B|A)

Pr{ANB)

PHCAEB)

» See §14.2:3 for an example (that gave 6288 rules)

If we are interested in a particular consequence, P(B | A), we could
create a ‘response’ variable y = 1{x € B} and use methods for
supervised learning such as logistic regression, classification, etc.

A more clever use of supervised learning for association rules is
described in §14.2.4 and §14.2.5, suggestion in §14.2.6 to use CART



A little left over on clustering

» §14.3.7: Mixture models for clustering:
F(X) = Sk mfie(X: Ok)

> (7, 0k) to be estimated by maximum likelihood (EM
algorithm)

» Methods related to principal components:

» X = UDVT, V, U are orthogonal, D is diagonal

> 21 = Xvq, 2> = Xvo, ... are the first, second principal
components

» principal curves do this construction locally

» self-organizing maps use a binned version of data
(batchsoM)

» independent component analysis seeks vectors with
slightly different properties

» all of these methods form the basis for various graphical
displays
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Summaries of ML/DM/course

» Regression: linear, ridge, lasso, logistic, polynomial
splines, smoothing splines, kernel methods, additive
models, regression trees, MARS, projection pursuit, neural
networks Chapters 3, 5, 9, 11

» Classification: logistic regression, linear discriminant
analysis, generalized additive models, kernel methods,
naive Bayes, classification trees, support vector machines,
neural networks Chapters 4, 6,9, 11, 12

» Model Selection: AIC, cross-validation, test error and
training error Chapter 7

» Unsupervised learning: Kmeans clustering, hierarchical
clustering, assocation rules Chapter 14

» Left out: , k-nearest neighbours, boosting and bagging,
flexible discriminant analysis, mixture discriminant
analysis, prototype methods, self-organizing maps,
independent components analysis Chapters 10, 12, 13, 14

» Suggestion: Read Chapter 2
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K-means clustering for classification(§13.2.1)

>

use the unsupervised method K-means for supervised
learning on the K-class problem

K-means: choose a number (R) of cluster centers, for
each center identify training points closer to it than to any
other center, compute the means of the new clusters to
use as cluster centers for the next iteration

for classification: do this on the training data separately for
each of the K classes

» the cluster centers are now called prototypes

assign a class label to each of the R prototypes in each of
the K classes

classify a new point with feature vector x to the class of the
closest prototype

» Figure 13.1: 3 classes, 5 prototypes per class
» Figure 13.2: 2 classes, 5 prototypes per class
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k-nearest neighbour classifiers (§13.3)

» model-free, memory based

» given a query point, xp, find the k training points closest in
(Euclidean) distance

» classify using majority vote (break ties at random)

» 1-nearest neighbours has low bias, high variance, k large
has high bias, low variance

» possible to get bounds on the best possible error rate, see
p.417,8

» Figures 13.3—-13.6
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A Review of Software Packages for Data Mining

Dominique HAUGHTON, Toel DEICHMAxx. Ahdolrezy Esuaim,

Selin SAYEE, Nicholas TEEBAGY, and Heikki Tom

semse of the dilferent capabilitis. the wase or difficulty of use,
and e wser iterface of cach age. We are not attempting
ertorm i controlled comparison of
age 10 deeide which bas the stronsest predictive power,
but instead hope to give an ides of the approach 10 prediciive
ndeling used b cach of them. The puchares are compared in
sripve statistics amd praphics, predictive mod
els, and association nurket hasker) analysis.

Ax expected, the | atfiliated with the most populur
il sufltware packages (SAS and SIS provide Ui hroad
est tange of features with remarkably simitas modeling and i

withinis in cuch

el approaches, whereas the othe i all have their
speciid sets of leatures and specilic tarpet audiences whom we
Delicys h ot the packspes will serve well. It is cssential that

anization considering the pureluse of uck:
age carefully cvalnare the i
that provides the best fit

i

vailuble oprions and chowse the one
il particular needs,

KLY WORDS:  Clementine, Ghusiminer: Quadstone; SAS
Emterprise Miner: XLMiner.

LINTRODUCTION

The term “data mining™ has come 1o refer 1 a set of weeh-
nigques thal originated in statistics. computer stience, and re
lated sress that are typically used in the context of irge datasets,
The purpose of data mining is 1o reveul previously hidden asso-
cations between variables that are porentially relevant for mana-
perial decision makine. The esploratory and madaling

rithms in each packase 1o decide which has the stronges| pre-
dictive power, but instead aim W prive an idea of the approaeh w
witve modeling used in cach of them.

Uhe article is structured as follows: we first outline the mth-
odalogy we used 0 evaluate the p
of key characteristics ol each py e Wi continue by fo
ing on descriplive rstics and exploratory graphs, The
non that follows s devoted o predicnve modeling, covering
moddel building and assessment. A section on assoctton (-
ket basket) anulysis is then provided, fllimved by o conclusion,

2 METHODOLOGY

we have selecled for this review is hy
W v chisen to cover thalata mining
ated with the two leading stalistical packupes,
3. We also decided o review two “stand-alone
packages, GhostMiner and Quadstone, and an Fxcel add on,
XL Miner

We compure the packages in the areas of descriptive stdis-
tics and graphics, predictive models, and associalion {murker
basket) analysis. Predictive modeling is one of the main appli-
catons of data mining, and explaratory deseriptive unalyses
always precede modeling elTors. Association anal isinwhich
“baskers” of goods purchased together ure i lentilied, is wlse
very commonly usel,

For the desenptive and modeling analysis, we used the Di
rect Marketing Educationsl Foundation datasel 2, merged with
Census geo-demographic variables from gataset 6 (www the-
dma.org/dmer). The dataset conlains 19,185 obscrvations and
woneerns a business with multiple divisions, cach mailing dif-
ferent catalogs o u unified customer davibase The target vari-
able, BUY 0. equals unity if acustomer made g purchiase from
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