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V.2 Nonstationary Gaussian Process

Example V.2.1 Wiener process (Brownian motion)

Definition V.2.1 A s.p. {(t, W;) : t > 0} is a standard Wiener process if
(i) P(Wp = 0) =1 (ii) the process has independent increments, namely,
forany 0 < t; < --- < ty then Wy, Wi, — Wy, ..., Wi, — W, | are
mutually stat. ind. and (iii) Wy — W; ~ N(0,t —s) forany 0 <s <t N
- then {(t, X;) : t > 0} with X; = TW; ~ N(0, T>(t — s)) is a general
Wiener process

Proposition V.2.1 {(t, X;) : t > 0} is a Gaussian process with mean
function 0 and autocovariance function ¢ (s, t) = 2 min(s, t) (and so is
not stationary).

Proof: Forany 0 < t; < --- < t, and ¢,..., ¢ €R?
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and so (X, ..., Xt,)' is multivariate normal since every linear combination
is normal (Prop. 111.9.8). Also,

o(s, t) = E(XeX:) = T2E(Ws W,) = 2E(W,(Ws + W, — W)
= TE(W2)+T?E(Ws(W; — Ws)) = T2s + 720 = 725 = T° min(s, t).

Therefore, (Xt,, ..., Xt,) ~ Nn(0,72(min(¢;, t;))) and so by KCT this is a
Gaussian process. l

Proposition V.2.2 There exists a version of {(t, W;) : t > 0} also
satisfying (iv) P(W; is continuous in t) = 1 and (v) P(W; is nowhere
differentiable in t) = 1.

Proof: Accept.
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- how does Brownian motion arise? as a limiting process

- suppose Z1, 2>, ... i.i.d. with mean 0 and variance 1 put Sy = 0 and
S, =Y. 1Z arandom walk (e.g., a simple symmetric random walk when
Z; ~ —1+ 2Bernoulli(1/2))
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Proposition V.2.3 (Donsker’s Theorem or Invariance Principle)
{(t, n*l/zstntj) L te o, 1]} 9Lt W,) st e 0,1}

- space is shrunk by factor 1/+/n and time speeded up by factor n
-for T =0, Tp] put ATy = To/n, then

{(t, (ATO)1/2SWATOJ) :te|o, To]}
= {(t T01/2n_1/25\_nt/7'0j> 1t/ To € [0, 1]} LA {(t, W) : t € ]0, To]}

- sample paths t — ”71/25Lntj are not continuous but

t — n—1/2[(1 — nt + LntJ)S[ntJ + (nt — Lntj)SLntJH]

has continuous sample paths and the same convergence result applies

- these results also tell us how to simulate (approximately) from
{(t, Wt) it Z 0}
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Figure: Simulated Brownian motion.

- define a diffusion process as {(t, X;) : t > 0} by X; = a + 6t + oW,
(stock market) where a = initial value, § = drift and o = volatility B

Exercise V.2.1 E&R 11.5.7, 11.5.8, 11.5.12, 11.5.13.
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