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V. Gaussian Processes

V.1 Stationary Gaussian Processes

-{(t,X¢) : t € T} is a Gaussian process if for any {t1,....,t,} C T, then
Xy u(t1) o(ti, 1) -+ oty ty)
X, p(tn) ot t1) - O(tatn)

for some mean function i : T — R! and autocovariance function

c: TxT—R!

- when T C R! then a weakly stationary Gaussian process has j constant
and o(t;, tj) = x(t; — tj) for some positive definite x : T — R?

Definition V.1.1 A s.p. with T C R! and the property that
(Xtyhy oo Xeyrn) ~ (Xgyy oo, Xe,) forall {t1,...., t,} C T and h such
that {t; + h,...., t,+ h} C T is said to be a strictly stationary process. B

- so a weakly stationary Gaussian process is always strictly stationary since
U’(t,' + h, tj + h) = K(t,' — tj) = U’(t,', tj)
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Example V.1.1 Autoregressive process of order 1
-{Z,:n€Z}iid. N(0,7%) and consider
Xy = aXp-1+ Zy (1)

where X,,_1 is independent of Z,
- does there exist a stationary Gaussian process satisfying this?
- assume there is, then

Xn=aXp1+ 2y = 0‘2Xn—2 +aZ, 1+ Z,

k _

TP Xk + a2, i+ 2,

- consider the case when |a| < 1 then, since {X, : n € Z} is stationary
(which implies mean and variance constant), as k — oo
E(X,) = a"E(X,_x) =a*E(Xy) — 0s0 E(X,) =0
Var(a* X, ) = o*E(X?_,) =a®E(X5) —0
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- therefore, as k — oo,

2
k=1
E (xn -y afzn_j) =a®E(X? ) =0

j=0
so X, — Zk sz, ; 2,0 and it would be natural to define

X, =Y a'Z,_;

e

i=0

and note that formally such an X satisfies (1)
-butis Y2 a'Z, ;arv.?

- consider Y% o [a’Z,_;| and let

Ay = {w : i ' Z, i (w)] < b} =NY_o {w: i &' Z, i (w)] < b}

i=0
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- then Ay, A€ Aso Y2, |a’Z,_;| is an (extended) r.v. and by MCT

E <§|D‘izn—i|> = E(|Zo|)§|oc|’ TE (2|a|"|zn_,.|>
= E(|Z])(1—|a]) " < oo

so P(A) = 0 (otherwise the expectation would be infinite), A can be
removed from Q) implying Y5> |’ Z,—_;| is a r.v.

o , 2 . , . f—
- NOwW X3 = (Zf:() lX’Zn_,') = Zi:O 0(2123_1- + ZI#‘] DCI+JZn_,'Zn_j

Y W Z, i Z, | <Y el Zo il 2o < ) Nl maxd{|Zo-i 2 |2
i#j i#j i#j
< Y la™H{IZo-iP + 120y <2} e 27
i#] i=0
and by MCT

k _ k ) T2
E ZIXZZgii :T2lezl Tm < 0
i=0 i=0
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- since E(X2) < oo for every n, the autocovariance function of
{X, : n € Z} is defined and is given by (suppose wlog s > t and use
E(Z:Zj) = 0 when | # j, E(Z?) = 1?)

(s, t) = Cov(Xs, X)) =E (i &'z ; i“thJ)

i=0 j=0

= Y Y YE(Z_iz)= Y. Y «TYE(Z_iZ))
i=0/=0 {(i): s—i=t—j)

_ i W2HSE(Z2 ) = T2as tz 2 _ 2als ]

- - 2
Pl 1—1x

sincej=t—s+jsoi+j=t—s+2iandi=s—t+j>s—t andit
is a weakly stationary process
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-form <---<nc€Zanda=(a,..., ax) € R for Y:ijzl aj Xy,

k n
cy(t) = E(exp{itY}) PLr lim E <exp {it Y a ). acman_m})
j=1 m=0

= exp(—a'(c(n;, nj))a/2)
and so (by Uniqueness) Y ~ N(0,a’(c(nj, nj)a) and Prop. 111.9.8 implies
that {X, : n € Z} is a stationary Gaussian process

- to simulate (approximately) choose ng € Z, say np = 0, and choose k s.t.

Ko L 1= g2t
J;JOCJZnO—j ~ N O,T .ZIX‘/ =N O,T ﬁ

Jj=0

2 ko
~ N <0. 1_“2) so take X, = ZaJZno,j
j=0

and then generate Zn,_k, Zny—k+1, - - -, Zno+n NS N(0,0?) and use (1) to

obtain X,,, Xno41, - -+, Xng+n M
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