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Il Expectation

I11.1 Definition

- probability model (Q), A, P)
- recall the definition of the indicator function for A € A

IA(w):{ é Z;Q ~ Bernoulli(P(A))

- some properties of indicator functions

Iae(w) = 1—=la(w) Iy a = [Il la;,
I a, = 1-— HI/A,? =1- _Hl(l —Ia,)
= Y la— X lada + -+ (=1)" [T Ia, (induction)
i=1 i<j i=1
= _21 IA,' - Z IA,'ﬂAj +-+ <_1)n+1 /m,(]:lAi
1= 1<J
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Definition I11.1.1 If A;,..., A, € A and a;,...,a € R!, a function

X :Q — R! given by X(w) = ¥I_; aila.(w) is called a simple function.
|

note - a simple function takes only finitely many values and it is a random

variable (a sum of r.v.’s is a r.v.) and any r.v. that takes only finitely
many values is a simple function (Exercise 111.1.1)

-let ci,...,cm € R be the distinct values taken by simple function X and
G = Xﬁl{C,'} cAso CiN CJ =¢ when | 75_1, U?ZIC,' = and

X(w) = ic;lci(w)

is in canonical form with a discrete distribution

px(x) = Px({x}) = P(X"H{x}) = { ?’(C,-) xg{cl,....cm}
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- when w1, ...,w, are i.i.d. (independently and identically distributed) P,
then

1 n
" ZX(C‘)I)
=1
10 / / 120 /
= - ZQJ/AJ((U,) = Zaj ( Z/Aj(w,)> — ZafP(AJ)
ni= i3 j=1 ni= j=1
1 n m m 1 n m
- acei-£o(hew) - Eerg)
i=1j=1 j=1 =1 j=1

- this leads to the following definition
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Definition 111.1.2 For a simple function X = Y_!_; a;l4. the expectation of
X is defined by

/
E(X) = Za,-P(A,-). [ |
i=1
- if X1, Xy are simple functions, then so is ag + a1 X1 + ax X, for any
constants ag, a1, a» and also X; X5 is a simple function

Proposition 111.1.1 If X{, X5 are simple functions, then

(i) E(ao + a1 X1 + a2 Xo) = ap + a1 E(X1) + a2 E(X2),

(II) if X1 < Xj, then E(Xl) < E(Xg),

(iii) if P({w : X1(w) # Xa(w)}) =0, then E(X1) = E(X2).

Proof: (i) Exercise 111.1.2

(i) Since X — X1 is a nonnegative simple function so distinct values taken
are nonnegative which implies, using (i),

0< E(Xy—X1) = E(Xp) — E(Xy).
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(iii) Suppose X; = Zle ajla., Xo = Y, bilg, are in canonical form. Note
that if P(A;) =0, then

-

E(X1) =) aiP(A) =) aP(A)

i=1 i£j

and similarly for X>. So assume that P(A;) > 0, P(B;) > 0 for all i, ;.
Then for each a; there exists b; (and conversely) such that a; = b; and A;
and B; satisfy P(A; N Bf) = P(Af N B;) = 0 which implies

P(A;) = P(B;). This gives the result. W

- now we want to extend the definition of expectation to as many r.v.’s as
possible
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- suppose X is a nonnegative r.v. and for i € {1,...,n},j € {1,...,2"}
let

Aijn = {w:(i-1)+(-1)/2"<X(w) < (i-1)+j/2"} € A
X = LY+ G- 1/2,,

and then X, is a nonnegative simple function satisfying X,(w) < X(w)

- suppose n < n’,

if X(w) > n, then 0 = X,(w) < Xy (w),
if w € Ajjn then w € A,y v for some j' and X,(w) < Xy (w)

- furthermore lim,_,c X, (w) = X(w) for all w € O
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- by Prop. I1.1.1(ii) E(X,) is increasing and so lim,_.. E(X,) exists
(could be c0) and it makes sense then to define

E(X) = lim E(X,)

n—oo

provided this limit is the same for any increasing sequence of simple
functions X, satisfying lim,_.c Xj(w) = X(w) for all w € () and (fact)
this is true

- suppose X is a r.v. and define

Xi(w) = max{0, X(w)} the positive part of X
X_(w) = max{0, —X(w)} the negative part of X

so X = X, — X_ and for any Borel set B C R!

1y [ XTH(BN(0,0)) ifo¢ B
X B_{ X1(—00,0]UX"1(BN(0,00)) ifOEB €A

so X, is a nonnegative r.v. and similarly X_ is a nonnegative r.v.
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Definition 111.1.3 For a r.v. X define the expectation of X by
E(X) = E(X,) — E(X_)

provided at least one of E(X, ), E(X_) is finite, otherwise E(X) is not
defined. W
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