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Explanation of expenditures

1. Salaries and benefits

(a) Students

The requested amount is for partial support of 2 PhD students under my primary super-
vision, two PhD students under co-supervision, one MSc student and two undergraduate
research students. I have regularly supervised between 2 and 4 PhD students during the
past five years and expect this rate to continue. The funding for MSc students is used for
research projects for students proceeding to the PhD program, during their summer pre-
ceding entry into the program. The summer undergraduate research students are funded
through the USRA award program, which is increased with funds from my Discovery
grant. The amount budgeted for PhD students is $21,000 per year plus 10% benefits, In
2009-2010 these students are Wei Lin and Ximing Xu. Lin is in her first year of the PhD
program, and is completing required course work and exams. Xu started his research
with me in June, 2009. I have allocated $7,000 plus 10% benefits for co-supervision of two
PhD students per year. Support for an MSc student is budgeted at $5,000 per year plus
10% benefits, and USRA top-up money at $1,500 × 2. The total amount budgeted for
student support in support of this proposal is $70,100, but I am requesting $35,100 from
NSERC. The remaining funds are comprised of external scholarship support to some of
the students, research funds from my Canada Research Chair, and opportunities that
arise through the Accelerate Canada internship program. CRC funds are shown under
“Other sources of support”, but the student scholarship and internship moneys are not.

(b) Postdoctoral Fellow: $44,000 ($40,000 salary and $4,000 benefits). From 2007–2009 my
research group consisted of two PDFs, two to four PhD students, occasional faculty vis-
itors, one or more MSc students, and two or three advanced undergraduates. We met
regularly to discuss research in likelihood inference, often jointly with colleagues in the
Department of Statistics. This model worked extremely well because of the range of
expertise available, but also very importantly because the PDFs played a leadership role
in organizing the group and presenting material. In recent years PDFs have become in-
creasingly important in statistical science, and I receive several requests for supervision
from potential PDFs each year. All the students who graduated under my supervision
recently took up PDF positions upon graduation, and this is becoming the norm in our
discipline. The PDF gains a valuable opportunity to concentrate on research for two
years, and the graduate students learn a great deal from interacting with the PDFs, not
only in research, but in how to work in teams and communicate results effectively. As
statistical science becomes increasingly interdisciplinary, this type of training is very im-
portant. Going forward I plan to have one or two PDFs each year under my supervision,
supported through a combination of funds from my Discovery Grant and other sources
of funding, including co-supervision with colleagues, and funds from the University Pro-
fessor research fund at the University of Toronto.

2. Equipment or facility

(a) $2,000 on average year for computer hardware: laptop, printer, and printer cartridges.



Reid, N. - 12406 7

(b) $1,000 for software and software upgrades

(c) Research of students and postdoctoral fellows, and problems requiring substantial com-
puting resources are developed on the departmental computing system, a network of
Suns. User fees for this system contribute to the infrastructure needs, including the
salary support of the system manager. The fees have averaged $4,000 per year for the
past three years.

3. Materials and supplies

phone $1,000; photocopy $1,000; miscellaneous materials $500

4. Travel

(a) Conferences

• One overseas conference for myself and one for a PhD student or PDF each second
year. In 2010 this will be the Annual Meeting of the IMS in Gothenburg, Sweden.
$3,000 per year.

• Two North American conferences annually: $2,000 for myself and $2,000 for a PDF.
In 2010 these will be the SSC Annual Meeting in Quebec City and the Joint Statis-
tical Meetings in Vancouver, BC.

• four graduate students to the SSC Annual Meeting $2,000.

(b) Collaboration

• Cristiano Varin to visit Toronto for joint work on composite likelihood in 2010:
$2,000

• Rahul Mukerjeee to visit Toronto for joint work on likelihood asymptotics in 2010:
$4,000

5. Dissemination costs

(a) Publication costs

• page charges for self and students: $1,000

Other sources

There is a $10,000 pa research grant attached to my University Professorship and a $10,000
pa research grant attached to my Canada Research Chair, which appear in the budget as cash
contributions from other sources.
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Relationship to other support

I am a co-applicant on the MRS proposal for the Banff International Research Station. No
funding from this proposal flows to the co-applicants: all funding is directed to programs taking
place at BIRS, and these programs are funded through an international peer-reviewed competition.

I am a co-investigator on our Department’s equipment grant, which is used for computer hard-
ware in support of graduate student research.

I am a member of the project “Statistical methods for complex survey data”, funded by the
National Center of Excellence on ”Mathematics and Information Technology for Complex Systems”
(MITACS). This project was co-funded by the National Program on Complex Data Structures from
2003 to 2008. The funds from this project were used for partial funding for PhD student Zheng
Zheng, who completed a four-month internship at Statistics Canada, and later for research assistant
Lequn Zeng, who completed his M.Sc. in August, 2009. For September to December 2009 Zeng is
working for me as a research assistant on a project related to the current proposal, and is funded
by my Discovery Grant.

There is a small ($10,000) grant associated with the University Professor position, and another
($10,000) with the Canada Research Chair. These funds are used in support of the research de-
scribed in this proposal, and are included in the budget pages under “Cash contribution from other
sources”.
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Proposal

Recent progress and current research References to papers on Form 100 are given as [n].

My main accomplishments during the current grant period have been the publication of a book on
higher order approximations with Davison and Brazzale, new work with Fraser, Staicu, and Sun
on aspects of the theory of higher order asymptotics, with particular emphasis on the study of the
overlap between Bayesian and nonBayesian approaches, and new work in the area of composite
likelihood, starting with the publication of a paper on composite likelihood with Cox. This work
has been published in Biometrika, Statistica Sinica, JRSS B, and other more specialized journals.
Three students have completed their PhD theses (Staicu, Iglesias-Gonzalez, Jin), two students are
currently engaged in PhD research under my direction, and I supervised J.-F. Plante, an NSERC
postdoctoral fellow (PDF) and co-supervised PDF Y. Sun, jointly with D. Fraser, for two years
(2007-2009). I published two review papers on higher order asymptotics; the Wald lectures [13],
and a paper in a Festschrift for D.R. Cox [18].

The book Applied Asymptotics [27] presents a concise but detailed account of higher order
asymptotic theory for likelihood inference in Chs. 2 and 8, with an emphasis in the other chapters
on the application of these methods to models and problems that arise in practical settings. The
goal was to provide illustrations on common classes of problems, along with computer code, to make
higher order methods accessible to applied statisticians. A second goal was to illustrate both the
practicality of higher order methods and their extreme accuracy on a wide variety of problems. The
book has been favorably reviewed in Short Book Reviews, J. Appl. Statist. and JRSS A.

The asymptotic theory that my colleagues and I use is based on saddlepoint and Edgeworth
expansions, interpreted in a likelihood setting. While the detailed derivations are somewhat tech-
nical, the essential point is that an approximation to the p-value function for a scalar parameter of
interest, ψ, is completely determined by a pair of functions {`(θ; y0), ϕ(θ; y0)}, and their derivatives
with respect to the parameter θ. Here `(θ; y) is the log-likelihood function for θ based on a response
y = (y1, . . . , yn), y0 is the observed value of the response, and ϕ(θ; y0) is a re-parameterization
of the model, at the observed data point, that gives an exponential model approximation to the
original model, in a neighbourhood of y0. The re-parameterization ϕ(θ; y0) is in turn developed
from a location-model approximation to the original model, and incorporates conditioning on an
approximately ancillary statistic. The approximation is referred to briefly as the r∗ approximation,
as an inference quantity r∗ can be computed from the pair {`(θ; y0), ϕ(θ; y0)}. The distribution
of r∗ is approximately standard normal, with relative error O(n−3/2), and the formula for r∗ is
r∗ = r + (1/r) log(q/r), where r = [2{`(θ̂; y0) − `(θ̂ψ; y0)}]1/2, q is a function of ϕ(θ) and `(θ)

and their derivatives with respect to θ, θ̂ and θ̂ψ = (ψ, λ̂ψ) are the unconstrained and constrained
maximum likelihood estimates of θ = (ψ, λ), ψ is a scalar parameter of interest and λ is a vector
nuisance parameter.

We are continuing to develop and extend this higher order approximation method to more
general settings and to study the connections between Bayesian and frequentist inference. In [7] we
showed how this approach can be applied to discrete models, where it gives O(n−1) accuracy. We are
adapting the directional test of Fraser & Massam (1985) to construct approximations for inference
for vector parameters of interest: first steps were developed in [8] and further work refining this is
described below. PhD student Staicu undertook a detailed study of approximations for binomial
data, obtaining analytical expressions for expansions to O(n−3/2) that illuminate the connections
between various approximation methods, and explain the accuracy of the method based on r∗ ([22]).
In [6], based on Ch. 4 of [28], we showed that the class of probability matching priors developed
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by Tibshirani (1989) is essentially unique, when used in higher order approximations to Bayesian
marginal posterior distributions. In Fraser & Reid (2002) we developed a theory of strong matching
by defining a data-dependent prior for which the posterior probability is equal to the likelihood
based p-value, to a high order of approximation. We have carried this theory much further in [15],
where we study the structure of strong matching priors in detail, and propose default priors for
scalar and for vector parameters. In [5], which was invited for a Festschrift volume for Professor
Akahira, we show how higher order approximations can be used to easily assess the sensitivity of
posteriors to priors, and also show that using flat priors for α and β in a logistic regression with
logit(pi) = α + βxi regression leads to poorly calibrated inference for the ED50 parameter α/β.
This is to be expected in light of theoretical results in Fraser & Reid (2002), but does not seem to
be widely appreciated in applications of Bayesian inference.

In [3] Fraser and I showed that an O(n−1) approximation suggested by Skovgaard (1996, 2001)
can be obtained from a pair {`(θ; y0), ϕ̃(θ)} in exactly the same way as the r∗ approximation
is obtained from {`(θ; y0), ϕ(θ; y0)}, where the calculation of ϕ̃ involves simply the derivative of
the information function I(θ0; θ) = Eθ0{`(θ; y)}: ϕ̃(θ) = ∂I(θ̂; θ)/∂θ̂. Since I averages over the
distribution of y, ϕ̃ does not depend on an approximately ancillary statistic. This makes it simpler
to calculate in many problems: for example in normal theory linear models with fixed and random
effects (Lyons & Peters, 2000). Iglesias-Gonzalez ([29]) developed expressions for the more accurate
version of r∗ for this model, and showed that the third order version was just slightly more accurate,
although more complex to implement.

With [11] I began work in a new area of research, that of composite likelihood, and this research
is continuing in joint work with PhD students Jin and Xu, with PDF Plante, and with colleagues
Yun-Yi, Varin and Firth. A composite likelihood is a product of marginal or conditional likeli-
hoods, sometimes suitably weighted: in its most general form CL(θ; y) =

∏
s∈S fs(ys; θ)

ws , where
each component fs is either a marginal or conditional density for the components of y that fall
in the subset s. In [11] we studied the pairwise likelihood

∏
r<r′ f(yr′ , yr; θ), based on the joint

marginal density for each pair of components of y. Composite likelihood is a generalization of
Besag’s (1974) pseudo-likelihood, and was defined and studied in Lindsay (1988). More recently it
has found application in a wide range of applied problems, including both discrete and continuous
longitudinal data, frailty models in survival data, generalized linear mixed models, spatial models,
state-space models and statistical genetics. The maximum composite likelihood estimator is consis-
tent, although not efficient (Lindsay, 1988), as the sample size n→∞ with the dimension p fixed.
In a great many settings it has been verified, usually through simulations, that the efficiency loss
is relatively small, and the computational benefits are substantial. An overview of these results
is given in Varin (2008). However, as we showed in [11], if p → ∞ with n fixed, as is applicable
typically to time series and genetics applications, composite likelihood will not in general give con-
sistent estimates. A workshop held in April 2008 on composite likelihood summarized the current
state of understanding and raised a number of open problems, and my research objectives include
several problems related to composite likelihood, discussed in the next section.

Short and long term objectives

In the short term my first research objective is to understand the properties of composite likelihood
inference. While efficiency of composite likelihood estimators has been well established in a number
of applications, it is not at all clear why these estimators are so efficient. They are related to
estimators obtained by generalized estimating equations (GEE), and in simple models can be shown
to be either more or less efficient than GEE, depending on the context. Likelihood ratio type tests
can be formed from composite likelihood, but their distribution is difficult to obtain in practical



Reid, N. – 12406 11

settings. However, likelihood ratio-based inference in full likelihood methods has better properties in
general than inference based on the maximum likelihood estimator and its estimated standard error,
and this may well be the case for composite likelihood inference. A particularly important question
is whether or not composite likelihood is more robust to model mis-specification than likelihood
methods. It seems natural that it would be, since higher order dependencies are not modelled in, for
example, pairwise likelihood, but it has proved difficult to formulate this more precisely. My other
short term objectives relate to to further development of our work on higher order approximations:
inference for vector parameters, the interface between Bayesian and likelihood approaches, the
connection between default priors and the potential failure of flat priors to be well-calibrated,
and semi-parametric models. The version of r∗ from mean likelihood discussed in [10] opens up
the possibility of developing higher order approximations for a wide range of pseudo-likelihoods,
including partial likelihood and composite likelihood.

My long term objectives are to develop likelihood-based methods for inference in models with
very complex structure, and to make likelihood-based inference as broadly accessible as possible.
My exposure to models used in environmetrics, survey sampling and genomics, in large part through
work as a scientific reviewer, has given me a sense of the practical issues faced when using complex
models, as well as the need for some unifying perspectives on approaches to inference. In many
respects the underlying problems in a wide range of applications are very similar, although each
application has some unique details. Recurring themes include the use of multi-level models; the use
of partially parametric models; and the potential for more accurate results by combining information
from several sources and of several types, for example observational studies, geographic information
systems, and experimental data. I believe it is important to abstract the unifying ideas behind these
applications and develop them further, in part to provide a way of understanding the complexity of
the models, and in part to provide a basis for approaching new applications. Making new theoretical
results accessible to practitioners as quickly and as clearly as possible is also a long-term goal that
informs all my research.

Methods and proposed approach

A range of problems associated with composite likelihood will be investigated. Professor Yun-Yi and
I are studying the statistical properties of estimators obtained from biased estimating equations,
using a new method of adjustment. We were motivated by the problem of longitudinal binary
data with missing data and/or measurement error, where the estimating equations based on the
observed complete data are biased, although much simpler to use. The first report on this work
[2] has been accepted for publication, and our next goal is to extend this work to models with
unknown nuisance parameters. The asymptotic theory of estimating equations can be related to
that for composite likelihood, as the latter leads to unbiased, but not fully efficient, estimating
functions, and we are also planning to study how the theory we developed for biased estimating
equations relates to the robustness of estimators based on composite likelihood. PhD student Zi
Jin investigated in her thesis the efficiency of composite likelihood estimators in models for discrete
and continuous data. In some settings composite likelihood estimators are fully efficient, and we are
working on an asymptotic theory to try to explain this. Mardia et al. (2009) have defined a class
of closed exponential families, to try to explain the full efficiency of composite likelihood in special
models. We plan to investigate extensions to this work, as their conditions for closure, and an
additional condition needed called weak interaction, seem too strong to explain the high efficiency
of composite likelihood inference in a wide range of applications. We will first study efficiency in
binary data created by dichotomizing continuous data, and develop an extension of an argument
outlined in Davison (2003, Ex. 10.17) for independent scalar responses.
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An advantage of composite likelihood over GEE, is the existence of an objective function, which
in principle has further information beyond that of the GEE, for example enabling choice between
multiple roots. However likelihood ratio-type statistics based on composite likelihood have a com-
plicated asymptotic distribution, a weighted sum of χ2, with weights depending on the eigenvalues
of a matrix related to the variance of the composite likelihood estimator. It should be possible
to combine this with saddlepoint approximations for quadratic forms, discussed for example in
Kuonen (1999), but this needs to be assessed numerically in a number of models: this will be a
summer undergraduate project for 2010. If these results are promising the next step will be to
develop asymptotic expansions under model mis-specification, building on work of Viraswami &
Reid (1996). This work will be continued with a future PhD student. A quite different approach
will be pursued by a research associate (L. Zeng) who just completed an M.Sc. in statistics. He
is investigating higher order asymptotic theory for composite likelihood based on the results of [3],
where the function ϕ(θ) is obtained using expected, rather than observed, log-likelihood, and can
thus be computed from various types of pseudo-likelihood. Whether or not this can lead to higher
order approximation is an open question. Zeng carrying out numerical work on the two proto-type
examples studied in [11], where comparison with full likelihood models is analytically possible.

PhD student Xu began his research in June 2009 by seeking an appropriate formulation for
studying the robustness of composite likelihood inference. His first challenge is to describe a family
of models for binary data that have the same low dimensional marginal distributions, but different
higher-dimensional margins, and to assess the performance of composite likelihood inference in
this class of models. Tackling the robustness question of composite likelihood in general is quite
challenging; it has proved difficult to come up with the right formulation of the problem. We are for
now focussing attention on pairwise likelihood, where the robustness in question is against making
strong assumptions about joint distributions of third and higher order. Xu is also studying the
relationship of this to the development of joint distributions based on copulas. Another approach
would be to study the results on optimal weighting of marginal distributions, discussed for example
in Zhao & Joe (2005) and Kuk & Nott (2000) in the context of pairwise likelihood for clustered
familial data, assuming that there is likely to be a trade-off between robustness and efficiency.
Plante and I are just beginning work on adaptations of composite likelihood to meta-analysis, and
as part of that he is investigating the connections between weighted likelihood, the topic of his
thesis, and composite likelihood.

I have agreed to be a guest editor for a volume of Statistica Sinica on composite likelihood.
Varin, Firth and I are just completing (October 09) a review paper giving an overview of research
presented at the Warwick workshop of April (2008) and developments since then, updating and
extending the review paper by Varin (2008) to include more emphasis on applications to Gaussian
random fields and more general models in spatial analysis.

Methods to be used for new results in higher order approximation are a combination of analytical
results based on asymptotic expansions and numerical work. In joint work with Sartori and Davison,
Fraser and I are developing a version of directional tests based on Fraser’s (2003) higher order
approximation to likelihood. I also plan to use our new results on expected log-likelihood [3] in
higher order inference for vector parameters of interest. Numerical work on the comparison of
this approach with a vector-parameter version suggested in Skovgaard (2001) will be the topic of a
summer undergraduate project for 2010. There is a great deal of scope for numerical work examining
the agreement between Bayesian and frequentist inference in complex models through simulations
and Laplace approximations. For likelihood-based and Bayesian approaches to agree beyond the
first order of approximation, it is necessary for the prior to be data-dependent. The approach of
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empirical Bayes inference also involves a data-dependent prior, although to my knowledge there is
no current research that tries to make this connection. The natural place to start to investigate
this is in the context of hierarchical models. Some very preliminary work is reported in [5], and the
simplification of higher order approximations presented in [3] gives a way to extend this to much
more complex hierarchical models. It would be very useful to have some understanding of when
flat priors can be used without markedly affecting the posterior inference. Some progress on this is
made in [15], but considering this in the context of applications, of the type treated for example in
Gelman et al. (2007), would make this work more practically relevant. This will require substantial
computing with large data sets, and would be suitable for an MSc project or for the first part of
Lin’s PhD research.

In [27] our goal was to make the use of higher order asymptotics easy for practitioners. My
goal now is to provide a complete, but concise, account of the theory. This book will emphasize
the methods Fraser and I have developed over the past several years, and their connection with the
work outlined in the books by Barndorff-Nielsen & Cox (1994), Severini (2000) and Butler (2007).
The aim is to provide an accessible systematic reference for students and researchers, to summarize
the current state of research in this area, and to draw parallels between Bayesian and frequentist
methods.

Anticipated significance of the work

Composite likelihood inference is becoming widely used, but there is as yet little work that provides
a general understanding of its relation to the more widely used methods. There is also very little
work on the asymptotic theory of composite likelihood when the dimension, p, increases, with fixed
sample size, n, beyond that in [6]. The large p small n problem is important for the application of
composite likelihood to problems in genetics and in geostatistics. Composite likelihood also has the
potential to deepen our understanding of multivariate distributions. For example, it is relatively
easy to introduce various types of correlation in discrete data by introducing latent random effects.
It is much harder to see the structure of the resulting multivariate binary distribution, or even
if indeed it is a real distribution. There is empirical evidence (e.g. Liang & Yu, 2003) that the
composite likelihood surface can be not only computationally cheaper, but much smoother than the
true likelihood surface. An understanding of these results would increase the utility of CL methods
and potentially provide warnings about classes of problems that should not be treated in this way.

Improved approximations based on higher order likelihood theory are useful for applications,
and are increasingly easier to implement. But a more important benefit of the detailed study of
approximations is to deepen our understanding of the nature of model-based inference. For exam-
ple, the fact that an O(n−1) approximation to an arbitrary continuous density gives an O(n−3/2)
approximation to the p-value relies on a surprisingly simple property of the normal distribution
(Andrews et al., 2005). Asymptotics also sheds light on when and why flat priors are highly in-
formative for marginal inference about non-linear parameters, and shows explicitly that frequentist
and Bayesian methods diverge at O(n−1), unless data-dependent priors are used. Advances in the
theory of statistical inference, which benefits both theoretical and applied statistical science.

Training to take place through the proposal

Training to take place is described throughout the proposal in the context of specific research
problems. Students in my research group range from undergraduate to PDF, and are trained in
computational, applied and theoretical areas of statistics. They have opportunities to contribute to
all aspects of research, from background work through to publication, and regular group meetings
help to develop their skills in collaboration and communication.
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