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Case Study: Images

Images are made up of pixels – tiny dots with constant colour.

A grayscale image is actually can be represented as an array of numbers 
between 0 and 1 (0 for black, 1 for white, numbers between 0 and 1 for 
different shades of gray.)



Image Classification

• Suppose we have images of 2 different people

• For a new image, want to know which of the 2 
people it is

• Covariates: a vector of all the brightnesses of the 
grayscale image

• X=

•
𝑌𝑖: 1 if it’s person A, 0 if it’s person B



Logistic Regression

• 𝑌𝑖~𝐵𝑖𝑛𝑜𝑚𝑖𝑎𝑙(𝑋𝑖𝛽)

• Find 𝛽 such that the Log Likelihood is maximized
• log 𝑃 𝑦 𝛽, 𝑥 =

σ𝑖=1
𝑚 𝑦𝑖 log

1

1+exp −𝑥𝑖𝛽
+ (1 − 𝑦𝑖) log

exp −𝑥𝑖𝛽

1+exp −𝑥𝑖𝛽



Classification

• Person A, if 𝑋𝑖𝛽 > 0 and Person B otherwise 



What do the 𝛽s look like?

• Remember X = 

• Now go back and construct an image from the 𝛽s



Overfitting

• In a small dataset, maybe a pixel in the corner (𝑥1)
of pictures of person A is always be smaller than 
0.1, and for person B is always larger than 0.9
• This would tend to make 𝛽1 very large and negative

• Recall perfect separation

• Would hurt classification performance on new data



Ridge Logistic Regression

• Minimize N𝐿𝐿 +
𝜆

2
σ𝑖=1
𝐾 𝛽𝑖

2

• (NLL = Negative Log-Likelihood)

• 𝜆 = 0 is what we did before

• 𝜆 > 0 means that we are not minimizing the NLL. 
Instead, we are trying to make the NLL as small as 
possible, while still making sure that the 𝛽s are not 
too large
• Tradeoff between good fit (large log-likelihood) and 

good generalization (good performance on  new data)
• If we expected the “correct” 𝛽s to not be very large, makes 

sense to force them to be small



Ridge Logistic Regression

• Select 𝜆 using cross-validation (usually 2-fold cross-
validation)
• Fit the model using the training set data using different 
𝜆’s. Use performance on the validation set as the 
estimate on how well you do on new data. Select the 𝜆
with the best performance on the validation set.



Ridge Logistic Regression and 
Inference

Is the pixel at location (20, 30) in  images of John Lennon usually darker than the one in 
images of Paul McCartney?
• Look at the 𝛽 that corresponds to the pixel at (20, 30)
• If we are using ridge regression, cannot obtain the standard error in the usual way
• If we really believe that the 𝛽 cannot be too large, that should estimate both the standard 

error and the point estimate of 𝛽 – people generally use the Bayesian Inference 
framework  when using Ridge Regression


