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1. Let X have a moment-generating function Mx(t) and let a be a
constant. Show Max(t) =Mx(at).
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2. Let X have a moment-generating function Mx(t) and let a be a
constant. Show Ma+x(t) = eatMx(t).
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3. Let X and Y be independent, (continuous) random variables.
Show Mx+y(t) =Mx(t)My(t).
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4. Let X ∼ N(0, 1). Calculate Mx(t).
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5. Let X ∼ N(µ, σ). Calculate Mx(t).
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6. Let X ∼ N(µ, σ). Show Y = X−µ
σ ∼ N(0, 1) using moment-

generating functions.
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7. Let X ∼ N(µ, σ). Find the distribution of Y = a + bX using
moment-generating functions.
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8. Let X1 ∼ N(µ1, σ1) and X2 ∼ N(µ2, σ2) be independent. Find
the distribution of Y = aX1 + bX2 + c.
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9. Let Z ∼ N(0, 1) and let Y = Z2. Find the distribution of
Y . Recall that the MGF of a chi-squared random variable is
M(t) = (1− 2t)−

ν
2 .
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10. Independently for i = 1, . . . , n, let Yi ∼ χ2(νi). Find the distri-
bution of W =

∑n
i=1 Yi.
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11. Independently for i = 1, . . . , n, let Xi ∼ N(µi, σi). What is the

distribution of Y =
∑n

i=1

(
Xi−µi
σi

)2
? Justify your answer.

This handout was prepared by Jerry Brunner, Department of Mathematical and Computa-
tional Sciences, University of Toronto. It is licensed under a Creative Commons Attribution
- ShareAlike 3.0 Unported License. Use any part of it as you like and share the result freely.
The LATEX source code is available from the course website:

http://www.utstat.toronto.edu/∼brunner/oldclass/256f18
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