
Today
I HW 1: due February 7, 2 pm. Feb 28, Mar 21, Apr 4/11

I Intro: generalized linear models SM 10.3, Eg. 10.18, 29

I Principles of Statistics CD Chapter 2

I In the News: placebos and nocebos

I https://www.zoology.ubc.ca/˜schluter/R/
Bare bones introduction to R, nicely formatted

I http://yihui.name/knitr/
Generating reports with Knitr and R
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Binary Data: Example 10.18
I library(SMPracticals); data(nodal) has 53

binary observations; one per patient
I response: binary, indicating cancer has spread to lymph

nodes (1) or not (0)
I covariates: age, stage, grade, xray, acid
I all dummy variables

> data(nodal)
> head(nodal)
m r aged stage grade xray acid

1 1 1 0 1 1 1 1
2 1 1 0 1 1 1 1
3 1 1 0 1 1 1 1
4 1 1 0 1 1 1 1
5 1 1 0 1 1 1 1
6 1 0 0 1 1 1 1
> dim(nodal)
[1] 53 7
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... example 10.18
I model

ri ∼ Bernoulli(pi), log(
pi

1− pi
) = xT

i β

I likelihood function

L(β; r) ∝
n∏

i=1

pri
i (1− pi)

1−ri

I log-likelihood function

`(β; r) = ΣyixT
i β − log{1 + exp(xT

i β)}

I maximum likelihood estimator β̂:

∂`(β; r)

∂β

∣∣∣∣
β̂

= 0

I asymptotic variance estimate j−1(β̂) j(β) = −∂2`(β;r)
∂β∂βT
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... example 10.18

> ex1018 <- glm(r ˜ . - m, data = nodal, family = binomial)
########## r is the response, use all columns but m as covariates
> summary(ex1018)

Call:
glm(formula = r ˜ . - m, family = binomial, data = nodal)

Deviance Residuals:
Min 1Q Median 3Q Max

-2.3317 -0.6653 -0.2999 0.6386 2.1502

Coefficients:
Estimate Std. Error z value Pr(>|z|)

(Intercept) -3.0794 0.9868 -3.121 0.0018 **
aged1 -0.2917 0.7540 -0.387 0.6988
stage1 1.3729 0.7838 1.752 0.0799 .
grade1 0.8720 0.8156 1.069 0.2850
xray1 1.8008 0.8104 2.222 0.0263 *
acid1 1.6839 0.7915 2.128 0.0334 *
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

(Dispersion parameter for binomial family taken to be 1)

Null deviance: 70.252 on 52 degrees of freedom
Residual deviance: 47.611 on 47 degrees of freedom
AIC: 59.611

Number of Fisher Scoring iterations: 5
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... example 10.18
I likelihood ratio test β1 = 0
I full model fit β̂
I reduced model fit β̃ : supβ `(0, β2, . . . β5) constrained MLE
I

2{`(β̂; r)− `(β̃; r)} .∼ χ2
1

I likelihood ratio test β(1) = 0

I full model fit β̂
I reduced model fit β̃ : supβ `(0, β(2)) constrained MLE
I

2{`(β̂; r)− `(β̃; r)} .∼ χ2
ν
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... example 10.18

> update(ex1018, . ˜ . - aged)

Degrees of Freedom: 52 Total (i.e. Null); 48 Residual
Null Deviance: 70.25
Residual Deviance: 47.76 AIC: 57.76

> 47.76 - 47.61
[1] 0.15

> update(ex1018, . ˜ . - stage)

Coefficients:
(Intercept) aged1 grade1 xray1 acid1

-2.6866 -0.0704 1.4025 1.7479 1.7822

Degrees of Freedom: 52 Total (i.e. Null); 48 Residual
Null Deviance: 70.25
Residual Deviance: 50.81 AIC: 60.81
> 2*(50.81 - 47.61)
[1] 6.4

> pchisq(q=50.81 - 47.61, df=1, lower.tail=F)
[1] 0.07363827

difference between residual deviances = log-likelihood ratio
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... example 10.18

> update(ex1018, . ˜ . - age - grade)

Call: glm(formula = r ˜ aged + stage + xray + acid, family = binomial,
data = nodal)

Coefficients:
(Intercept) aged1 stage1 xray1 acid1

-2.7777 -0.4698 1.6634 1.8798 1.5521

Degrees of Freedom: 52 Total (i.e. Null); 48 Residual
Null Deviance: 70.25
Residual Deviance: 48.76 AIC: 58.76

> pchisq(48.76-47.61,2,lower.tail=F)
[1] 0.5627049

χ2
2, because we’re comparing models with, and without,

both age and grade
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... example 10.18
> step(ex1018)
Start: AIC=59.61
cbind(r, m - r) ˜ age + stage + grade + xray + acid

Df Deviance AIC
- age 1 47.760 57.760
- grade 1 48.760 58.760
<none> 47.611 59.611
- stage 1 50.808 60.808
- acid 1 52.660 62.660
- xray 1 52.922 62.922

Step: AIC=57.76
cbind(r, m - r) ˜ stage + grade + xray + acid

Df Deviance AIC
- grade 1 49.180 57.180
<none> 47.760 57.760
- stage 1 50.817 58.817
- xray 1 53.162 61.162
- acid 1 53.526 61.526

Step: AIC=57.18
cbind(r, m - r) ˜ stage + xray + acid

Df Deviance AIC
<none> 49.180 57.180
- acid 1 54.463 60.463
- stage 1 54.788 60.788
- xray 1 55.915 61.915
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... example 10.18
Call: glm(formula = r ˜ stage + xray + acid, family = binomial, data = nodal)

Coefficients:
(Intercept) stage1 xray1 acid1

-3.052 1.645 1.912 1.638

Degrees of Freedom: 52 Total (i.e. Null); 49 Residual
Null Deviance: 70.25
Residual Deviance: 49.18 AIC: 57.18
> ex1018.final = .Last.value
> summary(ex1018.final) # i.e. final fitted model, compare SM p.491

Call:
glm(formula = r ˜ stage + xray + acid, family = binomial, data = nodal)

Deviance Residuals:
Min 1Q Median 3Q Max

-2.1231 -0.6620 -0.3039 0.4710 2.4892

Coefficients:
Estimate Std. Error z value Pr(>|z|)

(Intercept) -3.0518 0.8420 -3.624 0.00029 ***
stage1 1.6453 0.7297 2.255 0.02414 *
xray1 1.9116 0.7771 2.460 0.01390 *
acid1 1.6378 0.7539 2.172 0.02983 *
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

(Dispersion parameter for binomial family taken to be 1)

Null deviance: 70.252 on 52 degrees of freedom
Residual deviance: 49.180 on 49 degrees of freedom
AIC: 57.18

Number of Fisher Scoring iterations: 5
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... example 10.18
> par(mfrow=c(2,2))
> plot(ex1018.final)
## SM Figure 10.7 is better, but x-axis is p-hat, not X\beta
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... example 10.18
aggregated data presented in textbook
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... example 10.18
I In data set nodal several patients have the same value of

the covariates
I these can be added up to make a binomial observation
I > nodal2[1:4,]

m r age stage grade xray acid
1 6 5 0 1 1 1 1
2 6 1 0 0 0 0 1
3 4 0 1 1 1 0 0
4 4 2 1 1 0 0 1

I > ex1018binom = glm(cbind(r,m-r) ˜ ., data = nodal2, family = binomial)
> summary(ex1018binom) # stuff omitted
Coefficients:

Estimate Std. Error z value Pr(>|z|)
(Intercept) -3.0794 0.9868 -3.121 0.00180 **
age -0.2917 0.7540 -0.387 0.69881
stage 1.3729 0.7838 1.752 0.07986 .
grade 0.8720 0.8156 1.069 0.28500
xray 1.8008 0.8104 2.222 0.02628 *
acid 1.6839 0.7915 2.128 0.03337 *
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

(Dispersion parameter for binomial family taken to be 1)

Null deviance: 40.710 on 22 degrees of freedom
Residual deviance: 18.069 on 17 degrees of freedom
AIC: 41.693

Number of Fisher Scoring iterations: 5
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... example 10.18

> step(ex1018binom)

Coefficients:
(Intercept) stage xray acid

-3.052 1.645 1.912 1.638

Degrees of Freedom: 22 Total (i.e. Null); 19 Residual
Null Deviance: 40.71
Residual Deviance: 19.64 AIC: 39.26

– same coefficient estimates; same estimated standard errors

– different residual deviance and different degrees of freedom;
same change in deviance

– MISTAKE in text on p. 491; residual scaled deviance is 49.180 on 49 df
when fitting to all 53 observations; and cannot be used as a test of fit

– deviances in Table 10.9 are incorrect as well
http://statwww.epfl.ch/davison/SM/ has corrected version

STA 2201: Applied Statistics II January 17, 2014 14/38

http://statwww.epfl.ch/davison/SM/


... example 10.18
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Parameter interpretation
I

log
Pr(Y = 1 | x)

Pr(Y = 0 | x)
= xTβ

I

p(x) =
exp(xTβ)

1 + exp(xTβ)

I odds of ‘success’ increase by a factor of eβj for every 1-unit
increase in xj

I thus for Ex 10.8, odds of nodal involvement increase by
e1.91 when acid =1, relative to acid = 0

I all other variables held fixed
I “fitted odds when all explanatory variables take their lower

levels are e−3.05 = 0.047”
I corresponds to Pr(Y = 1 | 0,0,0) = 0.045 (“no such cases

in the data” is incorrect)
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Link function
I responses yi , i = 1, . . . ,n
I covariates xi = 1, . . . ,n (1× p vectors, rows of X matrix)

I model: systematic component

g{E(yi)} = g(µi) = xT
i β = ηi

I model: random component

yi | xi ∼ f (·; θi)

I θi is a function of µi , is a function of β1, . . . , βp
I example: log pi

1−pi
= x T

i β logit link
I example: Φ−1(pi ) = x T

i β probit link
I example: pi = x T

i β identity link
I parameter interpretation depends on the link function,

i.e. on the model parameterization
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AIC
I as terms are added to the model, deviance always

decreases
I because log-likelihood function always increases
I similar to residual sum of squares

I Akaike Information Criterion penalizes models with more
parameters

I

AIC = 2{−`(β̂; y) + p}

SM (4.57)

I comparison of two model fits by difference in AIC
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... AIC
> step(ex1018)
Start: AIC=59.61
cbind(r, m - r) ˜ age + stage + grade + xray + acid

Df Deviance AIC
- age 1 47.760 57.760
- grade 1 48.760 58.760
<none> 47.611 59.611
- stage 1 50.808 60.808
- acid 1 52.660 62.660
- xray 1 52.922 62.922

Step: AIC=57.76
cbind(r, m - r) ˜ stage + grade + xray + acid

Df Deviance AIC
- grade 1 49.180 57.180
<none> 47.760 57.760
- stage 1 50.817 58.817
- xray 1 53.162 61.162
- acid 1 53.526 61.526

Step: AIC=57.18
cbind(r, m - r) ˜ stage + xray + acid

Df Deviance AIC
<none> 49.180 57.180
- acid 1 54.463 60.463
- stage 1 54.788 60.788
- xray 1 55.915 61.915
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Generalized linear models: theory
I

f (yj ;µj , φj) = exp{
yjθj − b(θj)

φj
+ c(yj ;φj)}

I E(yj | xj) = b′(θj) = µj defines µj as a function of θj

I g(µj) = xT
j β = ηj links the n observations together via

covariates

I g(·) is the link function; ηj is the linear predictor

I Var(yj | xj) = φb′′(θj) = φV (µj)

I V (·) is the variance function
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Examples
I Normal
I Binomial
I Poisson
I Gamma/Exponential
I Inverse Gaussian
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Scale parameter φj

I in most cases, either φj is known, or φj = φaj ,
where aj is known

I Normal distribution, φ =

I Binomial distribution φj =

I Gamma distribution, φ =

I maximum likelihood estimate of φ may be poor (by analogy
with normal theory linear model)

I

φ̂ =
1

n − p

n∑
j=1

(yj − µ̂j)
2

ajV (µ̂j)
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Example 10.29

I incidence of toxoplasmosis as a function of rainfall
I residual deviances approximately twice the degrees of

freedom
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... example 10.29
> data(toxo)

rain m r
1 1620 18 5
2 1650 30 15
3 1650 1 0
4 1735 4 2
> toxo.glm0 = glm(cbind(r,m-r) ˜ rain + I(rainˆ2) + I(rainˆ3), data = toxo,
family = binomial)

> anova(toxo.glm0)
...

Df Deviance Resid. Df Resid. Dev
NULL 33 74.212
rain 1 0.1244 32 74.087
I(rainˆ2) 1 0.0000 31 74.087
I(rainˆ3) 1 11.4529 30 62.635
> toxo.glm1 = glm(cbind(r,m-r) ˜ poly(rain,3), data = toxo, family = binomial)

> summary(toxo.glm1)
...
Coefficients:

Estimate Std. Error z value Pr(>|z|)
(Intercept) 0.02427 0.07693 0.315 0.752401
poly(rain, degree = 3)1 -0.08606 0.45870 -0.188 0.851172
poly(rain, degree = 3)2 -0.19269 0.46739 -0.412 0.680141
poly(rain, degree = 3)3 1.37875 0.41150 3.351 0.000806 ***
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

(Dispersion parameter for binomial family taken to be 1)

Null deviance: 74.212 on 33 degrees of freedom
Residual deviance: 62.635 on 30 degrees of freedom
AIC: 161.33
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Design of Studies CD, Ch.2

I common objectives
I to avoid systematic error, that is distortion in the

conclusions arising from sources that do not cancel out in
the long run

I to reduce the non-systematic (random) error to a
reasonable level by replication and other techniques

I to estimate realistically the likely uncertainty in the final
conclusions

I to ensure that the scale of effort is appropriate
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... design of studies
I we concentrate largely on the careful analysis of individual

studies
I in most situations synthesis of information from different

investigations is needed
I but even there the quality of individual studies remains

important
I examples include overviews (such as the Cochrane

reviews)
I in some areas new investigations can be set up and

completed relatively quickly; design of individual studies
may then be less important
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... design of studies
I formulation of a plan of analysis
I establish and document that proposed data are capable of

addressing the research questions of concern
I main configurations of answers likely to be obtained should

be set out
I level of detail depends on the context
I even if pre-specified methods must be used, it is crucial

not to limit analysis
I planned analysis may be technically inappropriate
I more controversially, data may suggest new research

questions or replacement of objectives
I latter will require confirmatory studies
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Unit of study and analysis
I smallest subdivision of experimental material that may be

assigned to a treatment
I Example: RCT – unit may be a patient, or a patient-month

(in crossover trial)
I Example: public health intervention – unit is often a

community/school/...
I split plot experiments have two classes of units of study

and analysis
I in investigations that are not randomized, it may be helpful

to consider what the primary unit of analysis would have
been, had a randomized experiment been feasible

I the unit of analysis may not be the unit of interpretation –
ecological bias

I on the whole, limited detail is needed in examining the
variation within the unit of study
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Types of observational studies
I secondary analysis of data collected for another purpose
I estimation of a some feature of a defined population (could

in principle be found exactly)
I tracking across time of such features
I study of a relationship between features, where individuals

may be examined
I at a single time point
I at several time points for different individuals
I at different time points for the same individual

I experiment: investigator has complete control over
treatment assignment

I census
I meta-analysis: statistical assessment of a collection of

studies on the same topic
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Avoidance of systematic error CD §2.4

I “distortion in the conclusions arising from irrelevant
sources that do not cancel out in the long run”

I can arise through systematic aspects of, for example, a
measuring process, or the spatial or temporal arrangement
of units

I this can often be avoided by design, or adjustment in
analysis

I can arise by the entry of personal judgement into some
aspect of the data collection process

I this can often be avoided by randomization and blinding
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In the News
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... in the News
Kam-Hansen, et al., Science Translational Medicine
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http://stm.sciencemag.org/content/6/218/218ra5.full.html


... in the News
Kam-Hansen, et al., Science Translational Medicine
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