Components of variance
» Example: 1-way layout/k-group comparison/ 1-way ANOVA
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» Example: 1-way layout/k-group comparison/ 1-way ANOVA
> Yr=putartey, r=1,.... Rit=1,....T, e~ (0,02
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Components of variance
» Example: 1-way layout/k-group comparison/ 1-way ANOVA

>ytr:,lL—|—Oé[—|—€tr, r:1"”’R;t:1,”"T’ 6[{'%(0,0-2)“,’
» &=y —y., under constraint 3" a; =0 (el
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Components of variance

Example: 1-way layout/k-group comparison/ 1-way ANOVA
Vr=pt+arter, r=1,...,Rit=1,....T, ey~ (0,0?)
&t =Yyi. —y., underconstraint > a; =0

var(ve. — ys.) = 22

v

v

v

v
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Components of variance

» Example: 1-way layout/k-group comparison/ 1-way ANOVA
> Yr=putartey, r=1,.... Rit=1,....T, e~ (0,02
» &t =y —y., underconstraint > a;=0

> var(y — ¥s) = %

> 82 =8 =3, (yr — ¥)?/T(R—1)

STA 2201S: Jan 20, 2012 1/24



Components of variance
» Example: 1-way layout/k-group comparison/ 1-way ANOVA
> Vir=ptarter, r=1,..., Rit=1,..., T, ey~ (0,02
> &=V — Y., under constraint > «a; =0

> Var(}’t Vs.) =
> 52=5%= Zr t(}’tr )Z/T(R_ 1)
» ANOVA:
£ m}
s df gs (

b 7-1 Z ) 0T
R T() Z (4n” Fe)

de‘b/(T-l> & (‘Hx) o
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Change model parameterization
> Yo =p+bi+er, er~(0,02), by~ (0,02) ("‘"‘L)

cor(Vir, Yis)
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Change model parameterization T Ch-w)

> Yir=p+be+er, e ~(0,0%), br~(0,03) —\,Yh.\,
2

> SSp = ?Zk‘gt*ﬂ)l‘% i ,
~ (G‘I+R°_b >%T-—-\
Wt{t'fwz%tm
= wi@ti'zm;w

R\L

—

o~

cor(Yir, Vts) /\/
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Change model parameterization
> Yo =p+bi+er, er~(0,0%), bi~ (07012,)

| 4 SSb:

» ANOVA unchanged

cor(Vir, Yis)
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Change model parameterization =) <@ <
> Yir = i+ bt + e, EtrN(O,Uz), th(O,Ug)

nbraclas R Tott

Covre lodnn T— |

-
Oz-\'()’l\? - Jr— :\—’—

b cor(ye yis) W LYU’!/
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Inference . e
» Under Hp : 02 = 0: E( Mg\_\—_—,o‘ o~ = N\g\,\,

» Estimation of 02 and o2 E(M §b\ = G‘L—\— 20“;

m-o.m. L, —ms, ) =5
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Inference

» Under Hp : 02 = 0:

L \
MSp o 1']201 )
MS,, /ot
~ '“T-l) T (g-1)
» Estimation of 02 /02 using F distribution F ugd

89, L
(-6.01, \.3\.\)

» Estimation of 02 and o2
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Inference

» Under Hp : 02 = 0:

» Estimation of 02 and o2

<
» Estimation of 02 /02 using F distribution (\,\J‘Q

~f— — 2 z
> Estimationofu:L(%‘) T’r/\ W% ~ 0‘-”101
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Inference

» Under Hp : 02 = 0:

v

Estimation of o2 and o2

v

Estimation of 02 /02 using F distribution

v

Estimation of p:

v

See Example 9.14: Exercise: verify Cl for ratio
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Inference

» Under Hp : 02 = 0:

» Estimation of 02 and o2
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Inference

» Under Hp : 02 = 0:

v

Estimation of o2 and o2

v

Estimation of 02 /02 using F distribution

v

Estimation of p:

v

See Example 9.14: Exercise: verify Cl for ratio
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Fixed or random effects?

» depends on context
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Fixed or random effects?

» depends on context
» one rule of thumb:

» which is of interest: mean or variance?
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Fixed or random effects?

depends on context
one rule of thumb:

v

v

which is of interest: mean or variance?

v

nested factors are often modelled with random effects

v
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Fixed or random effects? ce | 03

v

depends on context
one rule of thumb:

seh
j O
2
3

which is of interest: mean or variance?

nested factors are often mode@d with random effects

v

v

v

v

are levels of factor in one group same as levels of factors in
another group?
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Example: several nested levels of variation p.450

» response: success of a surgical procedure (“measured on

27
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Example: several nested levels of variation p.450

» response: success of a surgical procedure (“measured on
2

» patients surgeons hospitals
he i 5?1

f;l,---/f $~1.. S
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Example: several nested levels of variation p.450

» response: success of a surgical procedure (“measured on
2

» patients surgeons hospitals

> Yhsp = f/{"_ J)'i\,+ €"\.S +Z'ASF
E(‘QLJQ = }A. e Ao 2
N*"'fﬂ, FF e, g ~(C 1~

ptberey L ~

STA 2201S: Jan 20, 2012


Nancy

Nancy


... fixed or random?
> Yhsp = 1+ bn + €ns + €nsp
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... fixed or random?
> Yhsp = 1+ bn + €ns + €nsp

> E(Yhsp) =
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... fixed or random?

>yhsp:,u+bh+ehs+6hsp F: ])/?
S =
> E(Yhsp) = "\:
L P2 >

<ls ~
S n
= i (%"'—L)L o (&) = plond

n — | -1
» See Table 9.23 and columns of expected mean squares
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How well can we estimate a variance?

>
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Example: randomized blocks W|th replications

> Vior

=p+ar+ B+ (af) Ml + ey
t

L

roq,/q m

-
—_—

X

AL B

R
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Example: randomized blocks with replications
> Yior = j+ ar + Bp + (af)tb + egpr ;:/(MS)

&Ms

> ANOVA: 1( ycd \Qg rawd .

R - -
4 T— | @7_1. faljc = cl—vlzcv&;@
4 R-| & #'Z‘QL'”‘ 0"1-111"0-“

Ieb G (B-D) o e@u,
M})(L\'m ‘«EI(/( TB(R’O -

a
B~ (o p‘é) Lol\(’g)’\/(o ,O—E
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Split plot experiments .

One design, often RB, at ‘whole plot’ level

Second design, often with random effects, at subplot level
Example 9.15
>

I O |
by (O R ey

13 N

o (%\ﬁ;as ZM'\\MA>

10/24
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Split plot experiments .

One design, often RB, at ‘whole plot’ level
Second design, often with random effects, at subplot level

Example 9.‘1?% IJL)JFS - ﬂ ,,ng{, \
2
%V\L (lﬂ,\@ s Wd"\r I‘&/n”/‘r

pYsS

frors O F - Q e ©
rec MS.  nS /Mg \, Femp
by WS | Fomeatc

| .
T X My MSMV \ V-C/‘AU\"_L
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Linear mixed effects models v . W
7 XB+2Zb+ e 2 é——pl.ui)'vn

h)(l {hxp el QC'X—LAL\QF (>lV7’,g_ranJow\
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Linear mixed effects models

» y=Xp+2Zb+e¢
Ny |

» Assumptions: € ~ ’\/[
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Linear mixed effects models
» y=XB+Zb+e ,,_L_FY: - I,\,,\(J-(\- [,Qde,(, woded
- rLthJ e &Su~LS
» Assumptions: ~ o rﬂ)‘\'v-(lfujl datz

- cbmpo«c,nk zs]c V-

> ylb~ 1\(( X%—l—&b) SL> U\H)C)

-~ N (X8, 28,27+ 0)

22222
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Linear mixed effects models
> y=XB8+2Zb+e¢

» Assumptions:

Pyr\./
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Linear mixed effects models
» y=Xp+2Zb+e¢

» Assumptions:

e wt A

5
» See Example 9.16 — note imbalance ( Q'K
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... Example 9.16

Example 9.16 (Longitudinal data) A short longitudinal study has one individual
allocated to the treatment and two to the control, with observations

vj=Fotbrtey, wm=fotbiteon yy=Fotpitbite; j=12

Thus there are two measurements on the first and third individuals, and just one on the
second. The b; represent variation among individuals and the &;; variation between
measures on the same individuals. If the »’s and #’s are all mutually independent with
variances o and o2, then

il 1 0 1 0 0 En
yi2 1 0 1 0 0 b| Epn
ya1 b=ilT O (ﬁ")+ 01 0|{e|+|en
yal 11|\ 00 1] \ss 11
a2 11 001 £E32

and this fits into formulation (9.12) with ©, = sz I3 and 2 = o215, Here v comprises

the scalar o /o2, and hence the variance matrix

al+a?  af 0 0 0
af  of+a? 0 0 0
Q4+ 727" = 0 0 o +a? 0 0
0 0 0 o +ot o}
0 0 0 of  oftol

may be written as
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... Example 9.16
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Inference
>y~ N(XB,ZUWZT + Q) = N(XB,02T~1)
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Inference
>y ~ N(XB,ZQZT + Q) = N(XB,027~") W par w {0

» log-likelihood function

£84) == Lles™y Ll T - ("W{’W%")

hs A 00T0 X0y %—*l: (9 )1 Wé)
byry, ) = Ayl

11111
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Inference
>y~ N(XB,ZUWZT + Q) = N(XB,02T~1)

» log-likelihood function -1 (16 -X %)Vul Y @)
» constrained m.l.e’s T (If o 4 \—?/L‘f l'r \

=
L (%G P)= L(g,c) 4’>+.wa
At LY
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Inference
>y~ NXB,Z0ZT + Q) = (XB i

> log-likelihood function 4 T X
g te L m F» ) P”l (5)

r\o;;Jn\AhAw M{
mw@
,@8{5{6 Y
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Inference
>y~ N(XB,ZUWZT + Q) = N(XB,02T~1)
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Inference
>y~ N(XB,ZUWZT + Q) = N(XB,02T~1)

» prediction:
Ebly)=@ZTQ'Zz+Q,") 2T (y - XB)

var(b|y)=(Z"Q'Z+ ;")

P (R 8T e )
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Inference
>y~ N(XB,ZUWZT + Q) = N(XB,02T~1)
» prediction:
Ebly)=@ZTQ'Zz+Q,") 2T (y - XB)

var(b|y)=(Z"Q'Z+ ;")
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Example 9.17
>yl_[:/’l’+bl+6’/7 1217 ,I:‘I’-,q
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Example 9.17
Py,j:/j/"-b["‘fu, 1217 ,I:‘I’.,q
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Example 9.17
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Example 9.18

» repeated measurements on the 30 individuals, at 5 time
points
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» repeated measurements on the 30 individuals, at 5 time
points

» might expect that regression relationship against time is
similar for each individual, subject to random variation
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Example 9.18
» repeated measurements on the 30 individuals, at 5 time
points
» might expect that regression relationship against time is
similar for each individual, subject to random variation (rJJR

>mOdel}/jt:ﬁo+bjo+(ﬁ1—{—bj1))?+6jt, t=1,...,5

\x_t::

Lwr—9
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Example 9.18
» repeated measurements on the 30 individuals, at 5 time
points

» might expect that regression relationship against time is
similar for each individual, subject to random variation

» model yi = o + bjo + (81 + bj1 )X + €, t=1,...,5
» x;; takes values 0,1,2,3,4fort=1,2,3,4,5
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Example 9.18

>

repeated measurements on the 30 individuals, at 5 time
points

might expect that regression relationship against time is
similar for each individual, subject to random variation

model yj; = Bo + bjo + (61 + bj1 )X + e, t=1,...,5
X takes values 0,1,2,3,4 fort =1,2,3,4,5
same for each j
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Example 9.18

>

repeated measurements on the 30 individuals, at 5 time
points

might expect that regression relationship against time is
similar for each individual, subject to random variation

model y;: = Bo + bjo + (B1 + bj1 )Xt + €, t=1,...,5
X takes values 0,1,2,3,4 fort =1,2,3,4,5

same for each j

data (rat.growth, library="SMPracticals")
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Example 9.18

>

v

repeated measurements on the 30 individuals, at 5 time
points

might expect that regression relationship against time is
similar for each individual, subject to random variation
m0de|yjt:5o+bjo+(ﬁ1+bj1)th-|-€jt, t=1,...,5
X takes values 0,1,2,3,4 fort =1,2,3,4,5

same for each j

data (rat.growth, library="SMPracticals")
(bjo, bj1) ~ N>(0,p), Ejt ~ N(0,0’z) independent
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Example 9.18

>

repeated measurements on the 30 individuals, at 5 time
points

might expect that regression relationship against time is
similar for each individual, subject to random variation

model y;: = Bo + bjo + (B1 + bj1 )Xt + €, t=1,...,5
X takes values 0,1,2,3,4 fort =1,2,3,4,5

same for each j

data (rat.growth, library="SMPracticals")
(bjo, bj1) ~ N2(0,9p), € ~ N(0,0?) independent
two fixed parameters Sy, 54
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Example 9.18

>

repeated measurements on the 30 individuals, at 5 time
points

might expect that regression relationship against time is
similar for each individual, subject to random variation

model y;: = Bo + bjo + (B1 + bj1 )Xt + €, t=1,...,5
X takes values 0,1,2,3,4 fort =1,2,3,4,5

same for each j

data (rat.growth, library="SMPracticals")
(bjo, bj1) ~ N2(0,9p), € ~ N(0,0?) independent
two fixed parameters Sy, 54

four variance/covariance parameters:
02,02, cov(by, by), o
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... Example 9.18

> rpaximum IikelihoodAestimates of fixed effects:
Bo = 156.05(2.16), 51 = 43.27(0.73)
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Principles (C&D, 7.2 “Non-specific effects”)

» “aspects of the system under study that may well
correspond to systematic differences in the variables being
studies, but which are of no, or limited, direct concern”
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Principles (C&D, 7.2 “Non-specific effects”)

» “aspects of the system under study that may well
correspond to systematic differences in the variables being
studies, but which are of no, or limited, direct concern”

» examples: clinical trial carried out at several centres;
agricultural field trials at a number of different farms;
sociological study in a number of different countries;
laboratory experiments with different sets of apparatus
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Principles (C&D, 7.2 “Non-specific effects”)

» “aspects of the system under study that may well
correspond to systematic differences in the variables being
studies, but which are of no, or limited, direct concern”

» examples: clinical trial carried out at several centres;
agricultural field trials at a number of different farms;
sociological study in a number of different countries;
laboratory experiments with different sets of apparatus

» “it may be necessary to take account of such features in
one of two different ways...”
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C&D, §7.2.2 “Stable treatment effect”

» model:
E(Yi) = ac+ x5 + 6t
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C&D, §7.2.2 “Stable treatment effect”

» model:
E(Yiei) = ac + XL + 6

» no treatment / centre interaction
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C&D, §7.2.2 “Stable treatment effect”

» model:
E(Yi) = ac+ x5 + 6t

» no treatment / centre interaction
» should a. be ?fixed? or ?random?
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C&D, §7.2.2 “Stable treatment effect”
» model:
E(Yii) = ac + X5+ 6t
» no treatment / centre interaction
» should a. be ?fixed? or ?random?

» “effective use of a random-effects representation will
require estimation of the variance component
corresponding to the centre effects”
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C&D, §7.2.2 “Stable treatment effect”

model:

v

E(Yi) = ac+ x5 + 6t
» no treatment / centre interaction
» should a. be ?fixed? or ?random?

» “effective use of a random-effects representation will
require estimation of the variance component
corresponding to the centre effects”

» “even under the most favourable conditions the precision
achieved in that estimate will be at best that from
estimating a single variance from a sample of a size equal
to the number of centres”
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C&D, §7.2.2 “Stable treatment effect”

model:

v

E(Yi) = ac+ x5 + 6t
» no treatment / centre interaction
» should a. be ?fixed? or ?random?

» “effective use of a random-effects representation will
require estimation of the variance component
corresponding to the centre effects”

» “even under the most favourable conditions the precision
achieved in that estimate will be at best that from
estimating a single variance from a sample of a size equal
to the number of centres”

» “... very fragile unless there are at least, say, 10 centres
and preferably considerably more”
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... C&D, §7.2.2 “Stable treatment effect”

» “if centres are chosen by an effectively random procedure
from a large population of candidates, ... the
random-effects representation has an attractive tangible
interpretation. This would not apply, for example, to the
countries of the EU in a social survey.”

STA 2201S: Jan 20, 2012 22/24



... C&D, §7.2.2 “Stable treatment effect”

» “if centres are chosen by an effectively random procedure
from a large population of candidates, ... the
random-effects representation has an attractive tangible
interpretation. This would not apply, for example, to the
countries of the EU in a social survey.”

» some general considerations in linear mixed models:

STA 2201S: Jan 20, 2012 22/24



. C&D, §7.2.2 “Stable treatment effect”

» “if centres are chosen by an effectively random procedure
from a large population of candidates, ... the
random-effects representation has an attractive tangible
interpretation. This would not apply, for example, to the
countries of the EU in a social survey.”

» some general considerations in linear mixed models:

» in balanced factorial designs, the analysis of treatment
means is unchanged

STA 2201S: Jan 20, 2012 22/24



. C&D, §7.2.2 “Stable treatment effect”

» “if centres are chosen by an effectively random procedure
from a large population of candidates, ... the
random-effects representation has an attractive tangible
interpretation. This would not apply, for example, to the
countries of the EU in a social survey.”

» some general considerations in linear mixed models:

» in balanced factorial designs, the analysis of treatment
means is unchanged

» in other cases, estimated effects will typically be ‘shrunk’,
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. C&D, §7.2.2 “Stable treatment effect”

» “if centres are chosen by an effectively random procedure
from a large population of candidates, ... the
random-effects representation has an attractive tangible
interpretation. This would not apply, for example, to the
countries of the EU in a social survey.”

» some general considerations in linear mixed models:

» in balanced factorial designs, the analysis of treatment
means is unchanged

» in other cases, estimated effects will typically be ‘shrunk’,
and precision improved

» “representation of the nonspecific effects as random effects
involves independence assumptions which certainly need
consideration and may need some empirical check”
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... C& D, §7.2.3 “Unstable treatment effect”

» “if there is an interaction between an explanatory variable
[e.g. treatment] and a nonspecific variable”
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» i.e. the effects of the explanatory variable change with
different levels of the nonspecific factor
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... C& D, §7.2.3 “Unstable treatment effect”

» “if there is an interaction between an explanatory variable
[e.g. treatment] and a nonspecific variable”

» i.e. the effects of the explanatory variable change with
different levels of the nonspecific factor

» “the first step should be to explain this interaction, for
example by transforming the scale on which the response
variable is measure or by introducing a new explanatory
variable”
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» i.e. the effects of the explanatory variable change with
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» example: two medical treatments compared at a number of
centres show different treatment effects, as measured by
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STA 2201S: Jan 20, 2012 23/24



... C& D, §7.2.3 “Unstable treatment effect”

» “if there is an interaction between an explanatory variable
[e.g. treatment] and a nonspecific variable”
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... C& D, §7.2.3 “Unstable treatment effect”

» “if there is an interaction between an explanatory variable
[e.g. treatment] and a nonspecific variable”

» i.e. the effects of the explanatory variable change with
different levels of the nonspecific factor

» “the first step should be to explain this interaction, for
example by transforming the scale on which the response
variable is measure or by introducing a new explanatory
variable”

» example: two medical treatments compared at a number of
centres show different treatment effects, as measured by
an ratio of event rates

» possible explanation: the difference of the event rates
might be stable across centres

» possible explanation: the ratio depends on some
characteristic of the patient population, e.g.
socio-economic status
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... C& D, §7.2.3 “Unstable treatment effect”

» “if there is an interaction between an explanatory variable
[e.g. treatment] and a nonspecific variable”

» i.e. the effects of the explanatory variable change with
different levels of the nonspecific factor

» “the first step should be to explain this interaction, for
example by transforming the scale on which the response
variable is measure or by introducing a new explanatory
variable”

» example: two medical treatments compared at a number of
centres show different treatment effects, as measured by
an ratio of event rates

» possible explanation: the difference of the event rates
might be stable across centres

» possible explanation: the ratio depends on some
characteristic of the patient population, e.g.
socio-economic status

» “an important special application of random-effect models
for interactions is in connection with overviews, that is,
assembling of information from different studies of
essentially the same effect”
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