
Today
I theory for generalized linear models
I examples of generalized linear models
I advice from C & D
I thoughts on Shaghayegh’s study
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C & D §2.6
I overall size of the investigation (What should be my n? )
I amount of replication at various levels
I “In those situations where resources for the investigation

are limited, or, for example, access to suitable patients
limited in a clinical trial, the issue will be not so much
calculating the size of study desirable but with establishing
whether the resources available and the number of
patients likely to be accrued are sufficient to make it likely
that a useful conclusion will be reached.”

I comparison of two means: m = 2σ2/c where c is the
bound desired on the comparison

I Var(ȳ1 − ȳ2) = 2σ2/m < c ⇒ m > 2σ2/c
I power of a test: m = 2σ2(zα + zβ)2/d2

I Pr{|ȳ1 − ȳ2 − d |√
2σ2/m

> zα} ≥ 1− β
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... §2.6
I “in most situations in which there are a large number of

qualitatively different treatments or exposures under
comparison it is reasonable to aim for exactly or
approximately equal replication of the different treatments”

I “An exception is when there is a control and a number of
other treatments and interest focuses on comparisons of
the other treatments one at a time with the control. It is
then reasonable to have approximately

√
t observations on

the control for each observation on the other treatments. ”
How would you prove this?
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C & D, Ch. 3 Special types of study
I sampling a specific population
I experiments – experimental units, treatments under control

of investigator, avoidance of systematic error by
randomizaton

I “pristine simplicity of interpretation: some units randomized
to T , some to C, all other aspects remaining the same. ...
If there is an appreciable difference [in a measured
outcome] then either it is a consequence of the play of
chance or represents an effect produced by the distinction
between T and C”

I potential complications
I example: non-compliance – intention-to-treat analysis; if

feasible record reasons for non-compliance
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C & D, randomized block designs
I n = bt experimental units; units formed into b blocks, each

block containing t units; t treatments assigned at random
to the units in each block

I Table of comparisons

“numbers of logically independent contrasts on an additive
scale”

I yts = ȳ.. + (ȳt . − ȳ..) + (ȳ.s − ȳ..) + (yts − ȳt . − ȳ.s + ȳ..)
I if the final set of terms is set out in a table, all row and

column sums are zero, thus the table can be reconstructed
from any set of (t − 1)(b − 1) of the entries”
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Generalized linear models: theory
I model: f (yj ;µj , φj) = exp{

yjθj − b(θj)

φj
+ c(yj ;φj)}

I E(yj | xj) = b′(θj) = µj defines µj as a function of θj

I g(µj) = xT
j β = ηj links the n observations together via

covariates

I g(·) is the link function; ηj is the linear predictor

I Var(yj | xj) = φb′′(θj) = φV (µj)

I V (·) is the variance function
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Inference
I `(β) =

I as in §10.2,
∂`

∂β
=

(
∂η

∂β

)T

u(β)

I but now ∂η/∂β = X does not depend on β

I as in §10.2, β = (X T WX )−1X T W (Xβ + W−1u)

I but now uj =

I and wj =

I adjusted response is Xβ + g′(µ)(y − µ)

I distribution of β̂?
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What about φj?
I in most cases, either φj is known, or φj = φaj where aj

known

I Normal distribution, φ =

I Binomial distribution φj =

I Gamma distribution, φ =

I maximum likelihood estimate of φ may be poor (by
analogy)

I

φ̂ =
1

n − p

n∑
j=1

(yj − µ̂j)
2

ajV (µ̂j)
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Glm Example: Jacamar data §10.2

I number eaten of color c and species s ∼ bin(mcs, πcs)

I model πcs = exp(αc+γs)
1+exp(αc+γs)
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... jacamar data (handout)
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... jacamar data
I p.485: “colour is significant at about the 0.01 level”
I > pchisq(18.03,7,lower.tail=F)

[1] 0.01183538

I observation 47 is an outlier; ?glm.diag – gives deviance
residuals

I
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I “ dropping observation 47 necessitates dropping the whole
column (species)” p.485

I > fit5 = glm(cbind(E,N+S) ˜ colour + species, family = binomial, data = jacamar.small)
> coef(fit5)

speciesAb speciesPa speciesDi speciesPl speciesSs
-1.9894072 -2.2187427 -0.5596715 0.1622400 1.5018975

colourBrown colourYellow colourBlue colourGreen colourRed
0.1588066 0.3346883 -0.5349440 -0.8330213 -1.9257494

colourOrange colourBlack
-1.9384921 -1.2552184
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Chimp data Ex 10.16

I “when a linear model is fitted, the F -statistic for
non-additivity is (8.27)” (p.485,6); (8.27) is on p.391

I linear model: yij = µ+ αi + βj + εij
I non-additivity: yij = µ+ αi + βj + δ(αiβj) + εij
I special type of non-additivity with just 1 parameter to

estimate δ
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... chimp data
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... chimp data
I change to a model more suitable for a response that

measure time
I suggestion: Gamma model with mean µcw = exp(αc + γw )

I

f (y;µ, ν) =
1

Γ(ν)
yν−1

(
ν

µ

)ν
exp(−νy/µ)

I

E(y) = µ; Var(y) = µ2/ν

I linear predictor
ηcw = αc + γw

I link function

η = log(µ); µ = exp(η)
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... chimp data

fit7 = glm(y ˜ chimp + word, family = Gamma(link = "log"), data = chimps)
> anova(fit7)
Analysis of Deviance Table

Model: Gamma, link: log

Response: y

Terms added sequentially (first to last)

Df Deviance Resid. Df Resid. Dev
NULL 39 60.378
chimp 3 6.948 36 53.430
word 9 38.459 27 14.972
> summary(fit7)
(Dispersion parameter for Gamma family taken to be 0.4336663)

Null deviance: 60.378 on 39 degrees of freedom
Residual deviance: 14.972 on 27 degrees of freedom
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... chimp data
I “the signficance of the deviance reductions ... is gauged by

F -tests” (p.486)
I see Eq (10.2), but note a few lines above “for now we

suppress φ”
I see Example 10.3: DB − DA = φ−1∑{...} .∼ χ2

p−q

I here we are estimating φ for the first time...
I p.483, 2nd paragraph: “when φ is unknown, the scaled

deviance is replaced by the deviance”
I net result: deviance reduction for chimp, adjusted for
word is 6.22 on 3 d.f.

I this is scaled by the estimate of φ, using (10.20), which is
0.434 from R code; 0.432 in text

I refer (6.22/3)/0.433 to F3,27 distribution; p-value is
pf(4.788,3,27,lower.tail=F) # 0.0084
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... chimp data
plot.glm.diag(fit7)
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... chimp data
I the canonical link is ηcw = 1/µcw

I interpretation as the speed at which a word is learned
I non-additivity test for this link has p-value 0.11
I how to compare inverse link to log link?
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Calcium data: Example 10.1
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... calcium data
I model

E(yj) = β0{1−exp(−xj/β1)}, yj = E(yj)+εj , εj ∼ N(0, σ2)

I fitting:

min
β0,β1

n∑
j=1

(yj − ηj)
2

I use nls or nlm; requires starting values
I > library(SMPracticals); data(calcium)

> fit = nls(cal ˜ b0*(1+exp(-time/b1)), data = calcium, start = list(b0=5,b1=5))
> summary(fit)
Formula: cal ˜ b0 * (1 - exp(-time/b1))

Parameters:
Estimate Std. Error t value Pr(>|t|)

b0 4.3094 0.3029 14.226 1.73e-13 ***
b1 4.7967 0.9047 5.302 1.71e-05 ***
---
Signif. codes: 0 Ô***Õ 0.001 Ô**Õ 0.01 Ô*Õ 0.05 Ô.Õ 0.1 Ô Õ 1

Residual standard error: 0.5464 on 25 degrees of freedom

Number of iterations to convergence: 3
Achieved convergence tolerance: 9.55e-07
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... calcium data
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... calcium data
I there are 3 observations at each time point
I can fit a model with a different parameter for each time:

E(yj) = ηj + εj
I the nonlinear model is nested within this; constrains ηj as

above
I anova(lm(cal ˜ factor(time), data = calcium))
I Analysis of Variance Table

Response: cal
Df Sum Sq Mean Sq F value Pr(>F)

factor(time) 8 48.437 6.0546 22.720 6.688e-08 ***
Residuals 18 4.797 0.2665

I > deviance(fit) # 7.464514 (mistake in Davison)
> sum(residuals(fit)ˆ2) # 7.464514
> (7.464514 - 4.797)/(25 - 18) # 0.3811
> .3811/.2665
[1] 1.429919 ## Davison has 1.53
> > pf(1.430,7,18)
[1] 0.7461687
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... calcium data
I checking constant variance assumption
I estimates of σ2 at each time, each with 2 degrees of

freedom
I > s2 = tapply(calcium$cal, factor(calcium$time), var)

> s2
> s2

0.45 1.3 2.4 4 6.1 8.05
0.17367258 0.34616902 0.09523507 0.09422579 0.06686923 0.19656739

11.15 13.15 15
1.08876166 0.19415027 0.14279290
> plot(sort(s2),qchisq((1:9)/10,2))
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In the News

http:
//online.wsj.com/article/
SB10001424052970204136404577207020525853492.
html?mod=wsj_share_tweet
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