ASYMPTOTIC EXPANSIONS

Asymptotic expansions of functions are useful in statistics in three main ways. Firstly, conventional asymptotic expansions of special functions are useful for approximate computation of integrals arising in statistical calculations. An example given below is the use of Stirling’s approximation to the gamma function. Second, asymptotic expansions of density or distribution functions of estimators or test statistics can be used to give approximate confidence limits for a parameter of interest or p-values for an hypothesis test. Use of the leading term of the expansion as an approximation leads to confidence limits and p-values based on the limiting form of the distribution of the statistic, whereas use of further terms often results in more accurate inference. Third, asymptotic expansions for distributions of estimators or test statistics may be used to investigate properties such as the efficiency of an estimator or the power of a test. The first two of these are discussed in this entry, which is a continuation of Serfling [35]. The third is discussed in the entry Asymptotics, Higher Order*.

An asymptotic expansion of a function is a re-expression of the function as a sum of terms adjusting a base function, expressed as follows

\[ f_n(x) = f_0(x) \left\{ 1 + b_{1n}g_1(x) + b_{2n}g_2(x) + \ldots + b_{kn}g_k(x) + O(b_{k+1,n}) \right\} \quad (n \to \infty). \]  

(1)

The sequence \( \{b_{kn}\} = \{1, b_{1n}, b_{2n}, \ldots\} \) determines the asymptotic behavior of the expansion: in particular how the re-expression approximates the original function. Usual choices of \( \{b_{kn}\} \) are \( \{1, n^{-1/2}, n^{-1}, \ldots\} \) or \( \{1, n^{-1}, n^{-2}, \ldots\} \); in any case it is required that \( b_{kn} = o(b_{k-1,n}) \) as \( n \to \infty \). For sequences of constants \( \{a_n\}, \{b_n\} \), we write \( a_n = o(b_n) \) if \( a_n/b_n \to 0 \) as \( n \to \infty \) and \( a_n = O(b_n) \) if \( a_n/b_n \) remains bounded as \( n \to \infty \). The notation \( o_p(\cdot), O_p(\cdot) \) is useful for sequences of random variables \( \{Y_n\} \): \( Y_n \) is \( o_p(a_n) \) if \( Y_n/a_n \) converges in probability to 0 as \( n \to \infty \), and is \( O_p(a_n) \) if \( |Y_n/a_n| \) is bounded in probability as \( n \to \infty \).

Asymptotic expansions are used in many areas of mathematical analysis. Three helpful textbooks on asymptotic expansions are Bleistein and Handelsman [9], Jeffreys [25] and DeBruijn [18]. An important feature of asymptotic expansions is that they are not in general convergent series and taking successively more terms from the right hand side of (1) is not guaranteed to improve the approximation to the left hand side. In the study of asymptotic
expansions in analysis, emphasis is typically on $f_n(x)$ as a function of $n$, with $x$ treated as an additional parameter, and $n$ considered as the argument of the function. In these treatments it is usual to let $n$ be real or complex, and the notation $f(z; x)$ or $f(z)$ is more standard. The functions $g_j(\cdot)$ that we have used in (1) are then just constants (in $z$), and the sequence \( \{b_{kn}\} \) is typically \( \{z^{-k}\} \) if $z \to \infty$ or \( \{z^k\} \) if $z \to 0$.

An asymptotic expansion is used to provide an approximation to the function $f_n(x)$ by taking the first few terms of the right hand side of (1): for example we might write

\[
f_n(x) \approx f_{0n}(x) \{1 + b_1g_1(x)\}.
\]

Although the approximation is guaranteed to be accurate only as $n \to \infty$, it is often quite accurate for rather small values of $n$. It will usually be of interest to investigate the accuracy of the approximation for various values of $x$ as well, an important concern being the range of values for $x$ over which the error in the approximation is uniform.

In statistics the function $f_n(x)$ is typically a density function, a distribution function, or a moment or cumulant generating function, for a random variable computed from a sequence of random variables of length $n$. For example $f_n(x)$ could be the density of the standardized mean $\bar{X}_n$, say, of $n$ independent, identically distributed random variables $X_i$: $\bar{X}_n = \frac{\sum X_i}{n}$. In this case the function $f_{0n}(x)$ is the limiting density for the standardized version of $\bar{X}_n$, usually the normal density function $\phi(x) = (2\pi)^{-1/2} \exp(-x^2/2)$: see Asymptotic Normality*.

**Asymptotic expansions of special functions**

A familiar example of an asymptotic expansion is the expansion of the gamma function $\Gamma(z) = \int_0^\infty t^{z-1}e^{-t}dt$ by Stirling’s formula given, for example, in Abramowitz and Stegun [1, 6.1.37]:

\[
\Gamma(z) = e^{-z}z^{-\frac{1}{2}}(2\pi)^{\frac{1}{2}} \left(1 + \frac{1}{12z} + \frac{1}{288z^2} + O(z^{-3})\right) \quad (z \to \infty \text{ in } |\arg z| < \pi). \tag{2}
\]

The leading term of the right hand side is Stirling’s approximation to the gamma function. There are similar expansions given in Abramowitz and Stegun [1, Ch. 6] for $\log \Gamma(z)$ and its first two derivatives, the digamma and trigamma functions. The approximations given by
the first several terms in these expansions are used, for example, in computing the maximum likelihood estimator and its asymptotic variance for a sample from a gamma density with unknown shape parameter.

Another example is the asymptotic expansion for the tail of the standard normal cumulative distribution function:

\[ 1 - \Phi(z) = \int_z^{\infty} (2\pi)^{-1/2} \exp(-x^2/2) \, dx = \phi(z)z^{-1} \left( 1 - \frac{1}{z^2} + \frac{3}{z^4} + O(z^{-6}) \right). \]

The approximation \(\{1 - \Phi(z)\}/\phi(z) \doteq z^{-1}\) is often called Mill’s ratio.

The asymptotic expansions given above are examples of expansions obtained using Laplace’s method*. Laplace’s method is also very useful for deriving approximations to integrals arising in Bayesian inference.

**Edgeworth and saddlepoint expansions**

For statistics which are asymptotically normally distributed, the Edgeworth expansion* for density or distribution functions gives a useful and readily computed approximation. Such statistics are typically either sample means, or smooth functions of sample means, and the Edgeworth expansion for the distribution function of a standardized sample mean is given in Serfling [35]. We assume for simplicity that \(X_1, \ldots, X_n\) are independent and identically distributed. Define \(S_n = (\bar{X}_n - n\mu)/(n^{1/2}\sigma)\), where \(\mu\) and \(\sigma^2\) are the mean and variance of \(X_i\). The Edgeworth expansion for the density of \(S_n\) is

\[ f_n(s) = \phi(s) \left[ 1 + \frac{\lambda_3}{n^{1/2}} h_3(s) + \frac{1}{n} \left\{ (\lambda_4/24) h_4(s) + (\lambda_3^2/72) h_6(s) \right\} + O(n^{-3/2}) \right] \]  

(4)

where \(\lambda_3\) and \(\lambda_4\) are the third and fourth cumulants of \((X_i - \mu)/\sigma\), and \(h_j(s) = (-1)^j \phi^{(j)}(s)/\phi(s)\) is the \(j\)th Hermite polynomial.

Note that the expression of (4) suggests the use of the first three terms as an approximation to the exact density, with the remaining terms absorbed into the expression \(O(n^{-3/2})\). The full expansion for the distribution function is given in Serfling [35]. The Edgeworth expansion is derived in many textbooks, cf. the references in Serfling [35] as well as Feller [22, Ch. 16], McCullagh, [30, Ch. 6] and Barndorff-Nielsen and Cox [5, Ch. 4].

The Edgeworth approximation is quite accurate near the center of the density. In par-
ticular at $s = \mu$ the relative error in using the normal approximation is $O(n^{-1})$, and that in using the approximation suggested by (4) is $O(n^{-2})$, because the odd-order Hermite polynomials are 0 at $s = 0$. For large values of $|s|$, though, the approximation is often inaccurate for fixed values of $n$, as the polynomials oscillate substantially as $|s| \to \infty$. A particular difficulty is that the approximation to $f_n(s)$ may in some cases take negative values.

A different type of asymptotic expansion for the density of a sample mean is given by the saddlepoint expansion. Let the cumulant generating function of $X_i$ be denoted by $K(t)$. The saddlepoint expansion for the density of $\bar{X}$ is defined by

$$f_n(\bar{x}) = \frac{1}{\sqrt{2\pi}} \left\{ \frac{n}{|K''(\hat{z})|} \right\}^{1/2} \exp \left[ n \{ K(\hat{z}) - \hat{z} \bar{x} \} \right] \left\{ 1 + \frac{3\lambda_4(\hat{z}) - 5\lambda_3(\hat{z})}{24n} + O(n^{-2}) \right\}$$

(5)

where $\hat{z}$ is called the saddlepoint and is defined by $K'(\hat{z}) = \bar{x}$, and the $r$th cumulant function $\lambda_r(z) = K^{(r)}(z)/\{K''(z)\}^{r/2}$. Note that this is an asymptotic expansion in powers of $n^{-1}$. The next term in the expansion is a complicated expression involving cumulant functions up to order 6. The leading term of (5) is the saddlepoint approximation to the density of $\bar{X}_n$. This expression is always positive, but will not usually integrate to exactly one, so in practice is renormalized. The renormalization improves the order of the approximation:

$$f_n(\bar{x}) = c \left\{ \frac{n}{|K''(\hat{z})|} \right\}^{1/2} \exp \left[ n \{ K(\hat{z}) - \hat{z} \bar{x} \} \right] \left\{ 1 + O(n^{-3/2}) \right\}$$

(6)

Evaluating the saddlepoint approximation requires knowledge of the cumulant generating function $K(z)$. Approximations based on estimating $K(z)$ by estimating the first four cumulants are discussed in Easton and Ronchetti [21], Wang [41] and Cheah, Fraser and Reid [10].

The saddlepoint approximation to the distribution function of $\bar{X}$ can be obtained by integrating (6) or by applying the saddlepoint technique and the result, due to Lugannani and Rice [29], is

$$F_n(\bar{x}) = \Phi(\bar{r}) + \phi(\bar{r}) \left( \frac{1}{\bar{r}} - \frac{1}{\bar{q}} \right)$$

(7)
where
\[
    r = \text{sign}(q)[2n\{K(\hat{z}) - \hat{z}\bar{x}\}]^{1/2} \\
    q = \hat{z}\{K''(\hat{z})\}^{1/2}.
\]

Approximation (7) is often surprisingly accurate throughout the range of \( \bar{x} \), except near \( \bar{x} = \mu \) or \( r = 0 \), where it should be replaced by its limit as \( r \to 0 \): \( F_n(\mu) \approx (1/2) - (1/6)\lambda_3(0)/\sqrt{2\pi n} \). Approximation (7) has relative error \( O(n^{-1}) \) for all \( \bar{x} \) and \( O(n^{-3/2}) \) for the so-called moderate deviation region \( \bar{x} - \mu = O(n^{-1/2}) \). The approximation can be expressed in an asymptotically equivalent form by defining \( r^* = r + r^{-1}\log(q/r) \): the approximation
\[
    F_n(\bar{x}) \approx \Phi(r^*),
\]
originally due to Barndorff-Nielsen [4], is asymptotically equivalent to (7).

Approximations (5) and (7) were derived in Daniels [13] and Lugannani and Rice [29] respectively, using the saddlepoint technique of asymptotic analysis. Daniels [15] exemplifies the derivation of (7). Both Kolassa [27] and Field and Ronchetti [23] provide rigorous derivations of (5) using the saddlepoint method. General discussions of the saddlepoint method can be found in Bleistein and Handelsman [19] or Courant and Hilbert [11]. The approximations can also be derived from the Edgeworth expansion, cf. Barndorff-Nielsen and Cox [5, Ch. 4] where (5) is called the tilted Edgeworth expansion.

The Edgeworth and saddlepoint approximations for distribution functions discussed here apply to continuous random variables, and adjustments to the approximations are needed in the case that the variables \( X_i \) take values on a lattice. The details are provided in Kolassa [27, Chs. 3, 5].

For vector \( X_i \) of length \( m \), say, multivariate versions of the Edgeworth and saddlepoint density approximations are readily available. The multivariate Edgeworth approximation requires for its expression a definition of generalized Hermite polynomials, which are conceptually straightforward but notationally complex. A brief account is given in Reid [33], adapted from McCullagh [30, Ch. 5]. The multivariate version of the saddlepoint approxima-
tion is the same as (6), with $K(z) = \log E \exp(z^T x)$, $\hat{z} \hat{x}$ interpreted as a scalar product of the two vectors $\hat{z}$ and $\hat{x}$, and $|K''(\hat{z})|$ interpreted as the determinant of the $p \times p$ matrix of second derivatives of the cumulant generating function. The distribution function approximation (7) is only available for the univariate case, but an approximation to the conditional distribution function $\Pr(\hat{X}_{(1)} \leq \hat{x}_{(1)} | \hat{x}_{(2)})$ is derived in Skovgaard [36], and extended in Wang [39] and Kolassa [27, Ch. 7]. The form of this approximation has proved very useful for inference about scalar parameters in the presence of nuisance parameters.

The Edgeworth and saddlepoint approximations are both based on a limiting normal distribution for the statistic in question. Some statistics may have a limiting distribution which is not normal; in particular sample maxima or minima usually have limiting distributions of the extreme value form. For such statistics a series expansion of the density in which the basic function corresponds to the limiting density may be of more practical interest. In principle this is straightforward, and for example McCullagh [30, Ch. 5] derives Edgeworth-type expansions using arbitrary basic functions and the associated orthogonal polynomials. Examples of saddlepoint approximations based on non-normal limits are discussed in Jensen [26] and Wood, Booth and Butler [42].

**Stochastic asymptotic expansions**

It is often very convenient in deriving asymptotic results in statistics to use stochastic asymptotic expansions, which are analogues of (1) for random variables. For a sequence of random variables $\{Y_n\}$ a stochastic asymptotic expansion is expressed as

$$Y_n = X_0 + X_1 b_{1n} + \ldots + X_k b_{kn} + O_p(b_{k+1,n})$$

where $\{X_0, X_1, \ldots\}$ have a distribution not depending on $n$. Stochastic asymptotic expansions are discussed in Cox and Reid [12] and in Barndorff-Nielsen and Cox [5, Ch. 3]. As an example, Cox and Reid [12] show that if $Y_n$ follows a chi-squared distribution with $n$ degrees of freedom, then

$$(Y_n - n)/\sqrt{2n} = X_0 + \frac{1}{n^{1/2}} \frac{\sqrt{2}}{3} (X_0^2 - 1) + O_p(n^{-1}),$$

where $X_0$ is a standard normal random variable. The relationship between stochastic asym-
totic expansions and expansions for the corresponding distribution functions is discussed in Cox and Reid [12]. Expansions similar to (9) where the distributions of $X_0, X_1, \ldots$ are only asymptotically free of $n$ are very useful in computing asymptotic properties of likelihood based statistics.

A expansion closely related to (9) but usually derived in the context of the Edgeworth expansion for the distribution function of the sample mean is the Cornish-Fisher expansion* for the quantile of the distribution function. As described in Serfling [35], an expansion for the value $z_\alpha$ satisfying $F_n(s_\alpha) = 1 - \alpha$ can be obtained by a reversion of the Edgeworth expansion. The result is

$$s_\alpha = z_\alpha + \frac{1}{6\sqrt{n}}(z_\alpha^2 - 1)\lambda_3 + \frac{1}{24n}(z_\alpha^3 - 3z_\alpha)\lambda_4 - \frac{1}{36n}(2z_\alpha^3 - 5z_\alpha)\lambda_5^2 + O(n^{-3/2}),$$

where $z_\alpha$ satisfies $\Phi(z_\alpha) = 1 - \alpha$. Other asymptotic expansions for $F_n(s)$ lead to alternate expansions for $s_\alpha$, and in particular the $r^*$ approximation given at (8) can be derived from the saddlepoint expansion for the distribution function of $\bar{X}_n$.

**Applications to parametric inference**

In recent years there has been considerable development of statistical theory based on the use of higher order approximations derived from asymptotic expansions. Likelihood-based inference, or inference from parametric models, has developed particularly rapidly, although the approximations are very useful in other contexts as well. Some examples of this will now be sketched.

Suppose that $X = (X_1, \ldots, X_n)$ is a sample from a parametric model that is an exponential family *, i.e. is of the form

$$f(x; \theta) = \exp\{\theta^T x - b(\theta) - d(x)\}$$

(10)

where $X$ and $\theta$ take values in $\mathbb{R}^m$, say. The minimal sufficient statistic is $S = s(X) = \sum X_i$, and the maximum likelihood estimator of $\theta$ is a one-to-one function of $S$: $c'(\tilde{\theta}) = S/n$. Thus the saddlepoint approximation for $S$ given in (7) can be used to give an approximation to
the density for \( \hat{\theta} \), which takes the form

\[
f_n(\hat{\theta}; \theta) \propto c|\theta''(\hat{\theta})|^{1/2} \exp\{ (\theta - \hat{\theta})' s - nb(\theta) + nb(\hat{\theta}) \}.
\]

If we denote the log-likelihood function for \( \theta \) based on \( x \) by \( \ell(\theta; x) \), and the observed Fisher information function \(-\partial^2 \ell(\theta)/\partial \theta \theta^T \) by \( j(\theta) \) we can re-express this approximation as

\[
f_n(\hat{\theta}; \theta) \propto c|j(\hat{\theta})|^{1/2} \exp\{ \ell(\theta; x) - \ell(\hat{\theta}; x) \}
\]

(11)

This approximation to the density for the maximum likelihood estimator is usually known as Barndorff-Nielsen’s approximation, or, following Barndorff-Nielsen, the \( p^* \) approximation. Although it has been used here to illustrate the saddlepoint approximation in an exponential family, it turns out that approximation (11) is valid quite generally. This was exemplified and illustrated in Barndorff-Nielsen [2,3] and several subsequent papers. A review of the saddlepoint approximation and the literature on the \( p^* \) formula through 1987 is given in Reid [33]. A general proof and discussion of the interpretation of the \( p^* \) formula is given in Skovgaard [38]. Chs. 6 and 7 of Barndorff-Nielsen and Cox [6] provide an extensive discussion of the \( p^* \) formula and its applications in parametric inference. The validity of (11) in more general models requires the existence of a one-to-one transformation from the minimal sufficient statistic to \( (\hat{\theta}, a) \), where \( a \) is a complementary statistic with a distribution either exactly or approximately (in a specific sense) free of \( \theta \); such statistics are called exact or approximate ancillary* statistics. The right hand side of (11) then approximates the conditional distribution of \( \hat{\theta} \), given \( a \).

An illustration of the cumulative distribution function approximation (7) in the exponential family is also instructive. Suppose in (10) that \( m = 1 \). Then (7) provides an approximation to the distribution function for the maximum likelihood estimate which is simply

\[
F_n(\hat{\theta}; \theta) \doteq \Phi(r) + \phi(r) \left( \frac{1}{r} - \frac{1}{q} \right) = \Phi\{r - r^{-1} \log(r/q)\} \doteq \Phi(r^*)
\]

(12)
where

\[ r = \text{sign}(\hat{\theta} - \theta) \left[ 2 \{ \ell'(\hat{\theta}) - \ell(\theta) \} \right] \]
\[ q = (\hat{\theta} - \theta) \left| j(\hat{\theta}) \right|^{1/2} \]

are the signed square root of the log-likelihood ratio statistic, and the standardized maximum likelihood estimator, respectively, and \( r^* = r + r^{-1} \log(q/r) \).

As with the \( p^* \) approximation, approximation (12) holds much more generally, with \( q \) replaced by a sometimes complicated statistic that depends on the underlying model and in particular on the exact or approximate ancillary statistic required for the validity of (11) in general models. Furthermore, (12) can be applied to marginal and conditional distributions for the maximum likelihood estimate of a parameter of interest, after nuisance parameters have been eliminated via a marginal or conditional likelihood. A recent accessible reference is Pierce and Peters [32]. The approximation due to Skovgaard [36] is an important ingredient in this development. The \( r^* \) approximation, which for general families is due to Barndorff-Nielsen [4], is discussed in Barndorff-Nielsen and Cox [6, Ch. 6].

As an illustration of stochastic asymptotic expansions in likelihood based inference, consider Taylor series expansion of the score equation \( \ell'(\hat{\theta}) = 0 \) (assuming for simplicity that this uniquely defines the maximum likelihood estimator):

\[ 0 = \ell'(\theta) + (\hat{\theta} - \theta)^2 \ell''(\theta) + (1/2)(\hat{\theta} - \theta)^2 \ell'''(\theta) + \ldots. \]

Reversion of this expansion gives an expansion for maximum likelihood estimator that can be expressed as

\[ \sqrt{n}(\hat{\theta} - \theta) = \frac{Z_1(\theta)}{i(\theta)} + \frac{1}{\sqrt{n}} \left[ \frac{Z_2(\theta)Z_1(\theta)}{\{i(\theta)\}^2} + \frac{Z_3(\theta)\rho_3(\theta)}{2\{i(\theta)\}^3} \right] + O_p(n^{-1}), \quad (14) \]

where \( Z_1 = n^{-1/2} \ell'(\theta) \) and \( Z_2 = n^{-1/2} \{ \ell''(\theta) - n\hat{i}(\theta) \} \), \( \hat{i}(\theta) = n^{-1}E\{ \ell'(\theta) \}^2 \), \( \rho_3(\theta) = n^{-1}E\{ \ell'''(\theta) \} \). The random variables \( Z_1 \) and \( Z_2 \) are \( O_p(1) \) and have mean zero. In expansions of this type it is much easier to keep track of the orders of various terms using these standardized variables \( Z \); this notation is originally due to D.R. Cox, and is extensively used.
as well in McCullagh [30, Ch. 7].

Expansion (14) is a type of stochastic asymptotic expansion, although strictly speaking the distributions for $Z_1, Z_2$ are only asymptotically free of $n$. The leading term of (14) gives the usual asymptotic normal approximation for the maximum likelihood estimator, and the next order term is useful for deriving refinements of this. For example, it is readily verified that the expected value of $\hat{\theta}$ has the expansion

$$E(\hat{\theta}) = \theta + n^{-1}\{i'(\theta) + \rho_3(\theta)/2\}/\{i(\theta)\}^2 + O(n^{-2}),$$

and that $\text{var}(\hat{\theta}) = \{ni(\theta)\}^{-1} + O(n^{-2})$.

The multivariate version of (14) is given in McCullagh [30, Ch. 7], as are extensions to the nuisance parameter case, and several illustrations of the use of these expansions. One particularly relevant application is the substitution of (14) into a Taylor series expansion of the log-likelihood ratio statistic $w(\theta) = 2\{\ell(\hat{\theta}) - \ell(\theta)\}$ to obtain an expansion of both the density and the expected value of $w(\theta)$. These expansions lead to the results

$$Ew(\theta) = m\{1 + b(\theta)/n + O(n^{-2})\}$$

and

$$w(\theta)/\{1 + b(\theta)/n\} = X_m^2\{1 + O(n^{-3/2})\}$$

where $m$ is the dimension of $\theta$ and $X_m^2$ is a random variable following a $\chi^2$ distribution on $m$ degrees of freedom. The improvement of the approximation to the distribution of the log-likelihood ratio statistic given by (15) is called Bartlett correction, after Bartlett [7], where the correction was derived for a particular case, that of testing the equality of several normal variances. It is a multivariate analogue of the improvement of the normal approximation to the signed square root given in (7). Expansion (15) is originally due to Lawley [28]: for details of the derivation see McCullagh [30, Ch. 7], Barndorff-Nielsen and Cox [6, Ch. 6], Bickel and Ghosh [8], and DiCiccio and Martin [19].

Approximations using the Edgeworth and saddlepoint expansions are also useful for statistics that are not derived from a likelihood-based approach to inference. Edgeworth
expansions for more general statistics are discussed in Serfling [35] and in considerable
generality in Pfanzagl [31]. Skovgaard [38] considers formulations for the density of minimum
contrast estimators that lead to the $p^*$ approximation. Saddlepoint approximation to the
density of $M$-estimators is discussed in Daniels [14] and Field and Ronchetti [23]. Application
of the saddlepoint approximation to the bootstrap is introduced in Davison and Hinkley
[17], and explored further in Daniels and Young [16], DiCiccio, Martin and Young [20], Wang
[40] and Ronchetti and Welsh [34].

A somewhat different application of asymptotic expansions in parametric inference is
the use of the techniques outlined here to obtain asymptotic expansions for the efficiency
of estimators, and the power function of test statistics. One purpose of this is to provide a
means for choosing among various estimators or test statistics that have the same efficiency
or power to a first order of asymptotic theory. Helpful surveys of these types of results are
given in Skovgaard [37], Ghosh [24]: see also the entry Asymptotics, Higher Order$^*$. 
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