LTCC /Reid:

Homework Problems for Lecture of 26/11/12; due 03/12/12

1. Suppose y = 1, ..., ¥y, are independent and identically distributed from a dis-
tribution with density f(y;0) = [[—, f1(v;;0), 6 € R. Further let g(y;0) =
Yo g1(yi; 0) be an unbiased estimating equation for 0, satistying Eg{g(vi; 0)} =
0 for all 8. The estimate defined by g(y;ég) = 0 has asymptotic variance
G10)={HY0)J(O)H 1 (0)} ", where H(0) = —E¢{Vag(y1;0)} and J(0) =
varg{g(y1;6)}. The estimating equation is called optimal if it has the largest
possible value of G(9).

Show that G(0) < i,(#), where i;(6) is the expected Fisher information in
a single observation. This implies that the score equation is the optimum
estimating equation.

Two fun facts that you don’t need to prove:

(a)The multivariate version of this is that i, (¢) — G() is non-negative definite
(but you don’t need to show this).

(b) In the autoregressive model
v =0y, 1+e€, i=1,....n
where yp is a constant and ¢; are i.i.d. N(0,0?), show the equation
2YilYio1 — nEyiQ =0
is an unbiased estimating equation obtaining the lower bound.

2. Suppose Z ~ Y. u.X? where Xi,...,X,, are independent observations
from a N(0,1) distribution. If all the u, were equal, the distribution of Z
would be proportional to a x2,. Satterthwaite’s approzimation (Satterthwaite,
1946) to the distribution of Z is ax?, where a and b are chosen so that E(Z)
and var(Z) are equal to the mean and variance of a ax? random variable. This
idea can also be used to approximate a non-central x? distribution, and arises
in the distribution of quadratic forms in unbalanced analysis of variance.

(a) Find expressions for a and b, in terms of p1, ..., fim.

(b) Hlustrate the approximation numerically in a simple example with, say,
m = 5,10. You can choose the values of y, in any way you like, but one
possibility is to simulate a random vector from N (0, A) for some choice of
A # I; then X7 X will (I think), have the distribution you are looking for.
The function mvrnorm in the MASS library simulates multivariate normal
random variables.



