
LTCC/Reid: Order in probability November 8, 2012

1. Recall that if we have two sequences of real numbers {an} and {bn}, that

an = o(bn) ⇐⇒ lim
n→∞

an
bn

= 0, and

an = O(bn) ⇐⇒ lim
n→∞

an
bn

= A <∞.

2. Similarly, if we have a sequence of random variables, {Xn}, we say

Xn = op(an) ⇐⇒ Xn

bn

p→ 0,

where, you recall, Xn/bn
p→ 0 means

For any ε, there exists a δ and n0 such that Pr(|Xn/bn| > ε) < δ for all n > n0.

3. If we say Xn = Op(an), then Xn/an is bounded in probability; more precisely
there is an M <∞, and for any ε, an n0, such that

Pr(
Xn

an
> M) < ε, for all n > n0.

4. The op(·) and Op(·) notation can be used for two sequences of random variables

as well, e.g. Xn = op(Yn) ⇐⇒ Xn/Yn
p→ 0, etc.

Most often, in asymptotic theory of statistics, we have an = nj/2 for j = 1, 2, 3.
So, for example, we might say Xn = op(n) to mean Xn/n

p→ 0, and Xn = Op(n)
to mean Xn/n is bounded in probability. If we have an i.i.d. sample Y1, . . . , Yn
from a distribution with finite expected value µ and finite variance σ2, then letting
Xn = Ȳ = n−1ΣYi, the sample mean, we have

Xn
p→ µ; i.e. Ȳ − µ = op(1)

by the weak law of large numbers, and

√
n(Ȳ − µ) = Op(1)

by the central limit theorem,
√
n(Ȳ − µ)

d→ N(0, σ2), and σ2 < ∞. A random
variable that is Op(1) is bounded in the limit, i.e. it has a limiting distribution. A
random variable that is Op(

√
n) converges to a bounded random variable after you

divide it by
√
n.
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If U(θ) =
∑n

i=1 Ui(θ), say, where Ui(θ) = ∂ log f(yi; θ)/∂θ, and we assume the yi
are i.i.d., then

U(θ)

n

p→ E{U(θ)} = 0,

where we have hidden the dependence of U(θ) on y = (y1, . . . , yn). And

U(θ)√
n

d→ N{0, i1(θ)},

again by the central limit theorem. If U(θ) did not have mean 0, but rather had
mean nµ, say, then we would probably have something like

U(θ)− nµ√
n

d→ N(0, something finite ),

which we could write as
U(θ)− nµ = Op(

√
n),

but U(θ) would be O(n).
There is a calculus of O(·), o(·), Op(·), op(·), that lets one derive things like

o(an + bn) = o(an) + o(bn), O(anbn) = O(an)O(bn),

and so on; this is discussed in Chapter 1 of Barndorff-Nielsen & Cox (1989).
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