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INSTRUCTIONS:
• Time: 90 minutes
• Aids allowed: calculator.
• A table of values from the t distribution is on the last page (page 10).
• Total points: 50
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(Ŷi − Y )2
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1. The method of least squares is used to fit a simple linear regression model Y = β0 + β1X + ε
to n observations (Xi, Yi). The values of the Xi’s are not realizations of random variables
but are fixed in advance by the researcher. Assume the following: the form of the model
is appropriate, the Gauss-Markov conditions hold, and the distribution of the error terms is
Normal. In your answers, you may use any of the formulae on the front page.

(a) (4 marks) Which of the assumptions are needed to fit the model using least squares?
How would you assess the necessary assumptions?

(b) (3 marks) What is E(Y )? Which of the assumptions did you use to determine your
answer?

(c) (2 marks) Suppose the researcher is interested in the relationship between X and Y
on a certain range of X’s. She uses the smallest value in the range of X for half of the
observations and the largest value in the range of X for the other half of the observations
and fits the simple linear regression model to the resulting data. What is the advantage
of fixing the X’s to be these values? What is the disadvantage?

2



(Question 1 continued)

(d) (4 marks) Show that the least squares estimator b1 is an unbiased estimator of β1.

(e) (2 marks) Are b0 (the estimator of the intercept) and b1 (the estimator of the slope)
independent? Explain.

3



2. CFC-11 atmospheric concentrations in parts per trillion were measured monthly. The follow-
ing SAS output shows the results of the regression of atmospheric concentration on time (in
years) for the period 1977 to 1989. On the next page is SAS output for the regression for the
period 1995 to 2004. Some of the output has been removed and, in the first regression, some
of the numerical values have been replaced by letters. Answer the questions assuming that
the usual regression model assumptions hold.

Before Montreal Protocol (before January 1990)

Descriptive Statistics

Uncorrected Standard
Variable Sum Mean SS Variance Deviation
Intercept 153.00000 1.00000 153.00000 0 0
time 303466 1983.43464 601906139 14.16876 3.76414
cfc11 30286 197.94771 6199037 1342.05751 36.63410

The REG Procedure
Dependent Variable: cfc11

Analysis of Variance
Sum of Mean

Source DF Squares Square F Value Pr > F
Model (A) 203119 203119 (B) <.0001
Error 151 874.00094 5.78809
Corrected Total (C) 203993

Root MSE (D) R-Square 0.9957
Dependent Mean 197.94771

Parameter Estimates
Parameter Standard

Variable DF Estimate Error t Value Pr > |t|
Intercept 1 -19064 (E) -185.40 <.0001
time 1 9.71152 0.05184 187.33 <.0001

(a) (5 marks) Find the values of the numbers that have been replaced by letters:

(A) =

(B) =

(C) =

(D) =

(E) =
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(Question 2 continued)

After Montreal Protocol (after December 1994)

Descriptive Statistics

Uncorrected Standard
Variable Sum Mean SS Variance Deviation
Intercept 116.00000 1.00000 116.00000 0 0
time 231985 1999.86710 463939247 7.92451 2.81505
cfc11 30641 264.14741 8096893 27.17849 5.21330

The REG Procedure
Dependent Variable: cfc11

Analysis of Variance
Sum of Mean

Source DF Squares Square F Value Pr > F
Model 1 3061.55314 3061.55314 5455.70 <.0001
Error 114 63.97289 0.56117
Corrected Total 115 3125.52602

Root MSE 0.74911
Dependent Mean 264.14741

Parameter Estimates
Parameter Standard

Variable DF Estimate Error t Value Pr > |t|
Intercept 1 3929.67750 49.62630 79.19 <.0001
time 1 -1.83289 0.02481 -73.86 <.0001

(b) (2 marks) Calculate a 90% confidence interval for the intercept for the regression for the
period 1995 to 2004 (after the Montreal Protocol).

(c) (2 marks) For the regression for the time period 1995 to 2004, find R2 and explain what
it measures.

(d) (1 mark) Interpret the estimated slope in practical terms.
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(Question 2 continued)

(e) (4 marks) Carry out an hypothesis test to determine whether the slopes of the lines for
the regressions for the two time periods differ. If you do not have all the information
you need to completely answer the question, indicate what is missing and give the most
complete answer you can.

(f) (4 marks) Use one of the fitted models to predict what the atmospheric concentration
of CFC-11 on October 1, 2009 was (when time = 2009.75) and give a 99% interval for
your prediction.

(g) (2 marks) Do you feel confident that the actual concentration of CFC-11 measured on
October 1, 2009 is in the interval you calculated in part (f)? Why or why not?

(h) (2 marks) Using only what you know about how the data were collected, does it seem
possible that there are any violations in the Gauss-Markov conditions for these regres-
sions? Explain.
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3. Golf tournaments take place over a few days. On each day of the tournament one round of
golf is played. In this question, we are looking at the relationship between golfers’ scores on
the first round and their scores on the second round in the 2000 British Open. In golf, low
scores are good. Some output from SAS is given below.

The REG Procedure
Dependent Variable: round2

Analysis of Variance
Sum of Mean

Source DF Squares Square F Value Pr > F
Model 1 29.51923 29.51923 3.10 0.0804
Error 154 1467.22436 9.52743
Corrected Total 155 1496.74359

Root MSE 3.08665 R-Square 0.0197
Dependent Mean 72.24359 Adj R-Sq 0.0134
Coeff Var 4.27256

Parameter Estimates
Parameter Standard

Variable DF Estimate Error t Value Pr > |t|
Intercept 1 62.42741 5.58218 11.18 <.0001
round1 1 0.13449 0.07641 1.76 0.0804

(a) (2 marks) Is there evidence of a linear relationship between golf scores on the first and
second round of the tournament? Explain.

(b) (3 marks) The lowest score obtained on the first round was 66. Predict the second round
score of the golfer who achieved this. Is this surprising? Explain your answer in terms
of known facts about simple linear regression.
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(Question 3 continued)

(c) (4 marks) Below are plots of the studentized residuals versus the predicted values, and
a normal quantile plot of the residuals. What additional information do you learn from
the plots? Be specific.

round2 = 62.427 +0.1345 round1

N     
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(Question 3 continued)

(d) (2 marks) In assignment 1 we considered the relationship between football kickers’ field
goal percentages one year with the percentage of field goals scored the previous year and
found problems with violations of the Gauss-Markov conditions in the initial analysis. In
the regression here we are examining the relationship between golf scores on one round
with golf scores on the previous round. Do we have a similar problem with violations of
the Gauss-Markov assumptions? Why or why not?

(e) (2 marks) The plot of the data below includes 95% confidence intervals for the mean
score in round 2 given the score in round 1. About 90% of the data points fall outside
the confidence limits. Explain how it can occur that so many observations are missed.

round2 = 62.427 +0.1345 round1
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